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FOREWORD

The OECD Science, Technology and Industry Outlook 2000 is the third in a biennial series designed to
provide a regular overview of trends, prospects and policy directions in science, technology and indus-
try across the OECD area. It provides detailed analysis of key themes in science, technology and inno-
vation policy and their links to economic performance. Highlights include a discussion of innovation
and economic growth, innovation in services and the closer links between science and industry.

The study is based on several unpublished OECD studies by Benedicte Callan, Mario Cervantes,
Yukiko Fukasaku, Dominique Guellec, Jean Guinet, Sandrine Kergroach-Connan, Akira Masunaga,
Dirk Pilat and Bruno van Pottelsberghe. A draft of Chapter 7 was prepared by the OECD Focus Group on
Networks, in particular by Timo Haméaldinen, Andreas Schibany and Gerd Schienstock. Dirk Pilat was
the overall editor of the publication, with Sandrine Kergroach-Connan providing statistical support and
Philippe Marson secretarial support. The study was prepared under the guidance of the OECD’s Com-
mittee for Scientific and Technological Policy and benefited from comments from the Committee and
from colleagues within the OECD.

The study is published on the responsibility of the Secretary-General of the OECD.
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EXECUTIVE SUMMARY

Creation, diffusion and use of knowledge are increasingly
important to OECD economies

A range of indicators show the growing importance of knowl-
edge to OECD economies. Investment in information and communi-
cation technologies (ICT), which are crucial to the knowledge-based
economy, has increased considerably in recent years and in 1997,
represented 4% of OECD GDP. In the second half of the 1990s, the
diffusion of ICT accelerated with the emergence of the Internet,
although considerable differences among countries remain. Invest-
ment in intangible assets — education, R&D, software — is also
strong. Education is important, as the new technologies require
skilled workers. Over the past generation, the proportion of adults
with at least a secondary education level rose from 44% to 72% of
the total OECD population and the share of adults with at least a
tertiary education level doubled, from 22% to 41%. The share of
knowledge-based sectors in value added and employment also
continues to rise. In 1997, they accounted for around 50% of total
value added in Australia, the European Union and the United
States, considerably above their share in 1985.

Expenditure on R&D differs considerably; the richer the coun-
try, the more R&D-intensive it is. The United States spent almost
USD 250 billion on RED in 1999 and accounts for 48% of total OECD
expenditure on RED, followed at a considerable distance by Japan
(18%), Germany (about 8%) and France (about 5.5%). The volume of
US R&D reflects its central role in world scientific and technological
progress. Relative R&ED efforts also differ considerably; Finland,
Japan, Korea, Sweden and the United States invest the largest
shares of GDP in R&D. The balance between the public and private
sectors in funding RED also differs considerably. At one extreme are
countries such as Ireland, Japan and Korea, where 70% of R&ED is
funded by business and 20% by the government. At the other are
countries such as Mexico and Portugal where the proportions are
reversed.

R&D funding has fluctuated considerably over the past years.
With the end of the cold war, defence R&ED has declined. Moreover,
government RED fell relative to GDP during much of the first half of
the 1990s, as depressed cyclical conditions and large budget defi-
cits limited public spending, and the economic slowdown of the
early 1990s led to a sharp drop in total OECD R&D intensity.

© OECD 2000

Structural changes

in OECD economies

reflect the growing weight
of the production, diffusion
and use of knowledge.

OECD economies devote more
resources to generating

and diffusing knowledge, as
measured by R&D.

More R&D is now funded by
business and more is oriented
towards civilian needs.
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Investment in R&D has
mounted over recent years...

... and is complemented by
venture capital.

The growing role of knowledge
has led to greater networking
and co-operation.

R&D and scientific efforts have
become more international.

Differences in income and
productivity persist in the
OECD area, ...

... partly owing to differences
in levels of technological
change and innovation.

L2

In recent years, investment in R&D has risen. Government bud-
get deficits have improved, and countries such as Finland and Japan
have strengthened their public funding. Macroeconomic conditions
have improved in many countries and have contributed to a consid-
erable pick-up in business R&ED, in particular in Denmark, Finland,
Japan, Sweden and the United States.

Funding for innovation goes considerably beyond R&ED. Ven-
ture capital has become a major source of funding for new technol-
ogy-based firms and thus contributes to innovation. In 1999, IT-
related companies attracted more than two-thirds of all US venture
capital funds. Venture capital markets have boomed in recent years,
doubling in North America and more than tripling in Europe.

ICT has enabled the codification of large amounts of knowledge
and has led to easier and cheaper diffusion of such knowledge.
Firms now tend to focus on maintaining control of their tacit knowl-
edge — their experience and skills — and externalise activities that
do not lie within their core competencies. They have become inte-
grated into networks that provide them with knowledge or acquire
knowledge by buying other firms or through mergers. Between 1991
and 1999, the value of global cross-border mergers and acquisitions
grew more than six-fold, from USD 85 billion to USD 558 billion.
Strategic alliances also developed rapidly over the decade, and
grew by 40% in 1999. The number of new co-operative deals
increased from just over 1 000 in 1989 to more than 7 000 ten years
later. Recent alliances are far larger in scale than earlier partnerships.

The importance of networking is also evident in the rising
cross-border ownership of inventions. Across the OECD area, the
share of foreign co-inventors in total patenting rose from 5% in the
mid-1980s to 9% eight years later. Already in 1995, 26% of all scientific
publications in the OECD area involved international collaboration.

Both income and productivity reflect differences in the transi-
tion to a knowledge-based economy. Over the past decade, a num-
ber of European countries (Norway, West Germany, Belgium and
France) have surpassed the United States in terms of GDP per hour
worked. However, their GDP per capita remains considerably below
that in the United States, as their labour utilisation is lower. In
recent years, trend productivity growth has improved in a small
number of OECD countries, apparently partly as a result of increased
technological change.

Both scientific output and patenting rose substantially across
the OECD area in the 1990s. In 1995, more than 38% of all OECD sci-
entific publications originated in European Union countries, and
another 38% in the United States. Japan contributed about 10%. The
United States accounts for almost 35% of all major patents in the
OECD area, Japan for 29% and Germany for 12%, followed at a con-
siderable distance by France and the United Kingdom. The
increase in scientific and technological output is also affecting inter-
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national competition. A growing share of manufacturing exports con-
sists of high- and medium-high-technology goods, particularly in
Ireland, Japan and the United States. Technology also plays a direct
role in international competition. The United States is the main net
exporter of disembodied technology, such as licenses, patents and
know-how. Japan has been a net exporter since 1993, but only three
EU countries (Belgium, the Netherlands, Sweden) are net exporters
of technology.

Government policies are adjusting to the emergence
of a knowledge-based economy

Countries such as Austria, France, Japan, Korea, Mexico, Portugal
and Spain have undertaken large-scale initiatives to reform their
science, technology and innovation (STI) policies in recent years.
Others, including Belgium, Canada, the Czech Republic, Finland,
Germany, Ireland, New Zealand, Norway, Portugal, Turkey, the
United Kingdom and the United States, are increasing their support
to the science base. In the United States, support for basic research
was increased by more than 10% in the 2000 budget. These efforts
often aim to increase the contribution of science to economic
growth and to address challenges such as the environment. Many
countries are also undertaking university reform with a view to
greater autonomy, more competitive and performance-based fund-
ing and the commercialisation of the results of public research.
Rules governing science-industry relations are also undergoing
reform. In a break with the egalitarian treatment of universities,
many countries are establishing centres of excellence. These help
to create and diffuse knowledge and can act as the core of innova-
tion networks.

Other STI policies seem broadly shared across the OECD area.
Attention is given to new growth areas such as biotechnology and to
the promotion of start-up firms, for example through support for
venture capital markets and regulatory reform. The role of network-
ing is increasingly recognised: funding for RED is more closely
linked to collaboration in research groups, science-industry interac-
tions are a key policy focus and several countries emphasise the
formation of clusters. Attention is also given to incentive structures
for researchers, and to policies to increase the mobility of person-
nel within the science system and between science and industry.
International mobility of highly skilled workers and concerns about
the brain drain affect policy in several countries.

Countries are also making greater efforts to evaluate the out-
comes of policy. More attention is given to STI issues at the highest
levels of government, often through the establishment of a high-
level ministerial council for STI policy or through greater co-ordination
in the area of STI. Many countries are also increasing their efforts to
involve society in developing STI policies. Foresight programmes
and consultative procedures to develop long-term plans have
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become common across the OECD area. Australia and the United
States, for instance, held large innovation summits in the past year.

Even countries for which the OECD has made few policy recom-
mendations in the past (e.g. Australia, Finland, the United States)
are making substantial policy changes, proof that this is an area in
need of regular attention. Many governments work with business,
researchers and other partners to design and implement policy, as
the active involvement of stakeholders fosters lasting change. It is
difficult to assess whether the changes now being made will be
effective enough. Best practices will continue to evolve, as will the
need to review policies. Countries that have recently engaged in
reform have taken only a first step towards making their innovation
systems more effective.

Some countries’ strong economic growth is linked to innovation
and technological change

Disparities in economic growth in the OECD area have
increased in the 1990s. In a few countries (Australia, Denmark,
Finland, Ireland, Norway, the United States) multi-factor productiv-
ity (MFP) has increased, apparently as a result of a higher rate of
innovation. The increase in MFP and improvements in the quality of
capital and labour indicate that innovation and technological
change are important drivers of economic growth. Information tech-
nology, in particular, is a key factor, and has had strong impacts on
productivity, particularly when accompanied by organisational
change and better worker skills. It has also helped to improve per-
formance in previously stagnant services sectors, reduced transac-
tion costs and enabled more extensive networking among firms.

The growing role of innovation and technological change seems
linked to changes in the innovation process. Innovation has become
more market-driven, and innovation surveys for 12 European coun-
tries suggest that over 30% of manufacturing turnover derives from
new or improved products. More of the financing of innovation is
directed towards new firms and risky projects. Innovation also relies
much more on networking and co-operation, including between sci-
ence and industry. A recent analysis of US patent citations found
that more than 70% of biotechnology citations were to papers origi-
nating solely at public science institutions. Innovation is more glo-
bal, arises from many sources and is spread more widely across
sectors, including services, thus broadening the basis for economic
growth.

Not all countries have adapted equally to these changes. The
United States appears to have done so most effectively. Over the
past two decades, it has introduced a series of measures to
strengthen competition, facilitate networking and co-operation,
strengthen links between science and industry and increase returns
to investment in R&ED. The extension of patent protection to pub-
licly funded research (the Bayh-Dole Act of 1980) has had a signifi-

© OECD 2000



Executive Summary

cant impact on the rate of technology transfer from science. Federal
funding has contributed to scientific and technological break-
throughs that now support economic growth.

Other OECD countries with strong economic performance, such
as Australia, Denmark, Finland, Ireland, the Netherlands and
Norway, are much smaller than the United States. In their case,
openness to technologies from abroad is crucial. However, for coun-
tries specialised in certain technological fields, a strong knowledge
base in certain fields is essential. More generally, these small OECD
countries have all undertaken a broad programme of structural
reform which has improved the business climate, strengthened
competition, pushed firms to improve performance, and enabled
innovation and growth to flourish.

Changes in the innovation process require changes in policy.
Policies to strengthen competition are important, but not sufficient.
The improvement of knowledge flows both within the economy and
internationally are crucial areas for policy consideration. To benefit
from knowledge produced throughout the world and strengthen the
national foundations of growth, a country’s investment in knowledge
is of growing importance.

Services have gained in importance for innovation and growth
and policies need modification

The traditional view is that services are not very dynamic, that
new service jobs are poorly paid, that they have little or no produc-
tivity growth and that they do not innovate. Recent work does not
support this view. Many services experience rapid productivity
growth, several are innovative and new service jobs increasingly
require skilled personnel. Between 1985 and 1997, around two-
thirds of GDP growth in the OECD business sector resulted from
growth in the services sector.

ICT is enabling productivity improvements in many sectors,
including transport, communications, wholesale and retail trade,
and finance and business services, although official productivity
estimates often still obscure their impact because of measurement
problems. Proper measurement of output in services may show
rapid growth. A study for the US banking industry showed output
growth of 7.4% a year between 1977 and 1994, well above the previ-
ous official measure of 1.3% a year. ICT is important for industries
that process information, such as financial services, but also for
areas such as logistics because it makes more efficient transport
possible. To be effective, however, investment in ICT needs to be
accompanied by upskilling of workers, organisational change and a
competitive business climate.

Services have become more innovative. The Italian innovation
survey suggests that 31% of service firms innovate, compared with
33% in manufacturing. Across the OECD area, services sector R&D
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has risen from less than 5% of total business enterprise R&D in 1980
to more than 15% in 1995. Sectors such as communication and trans-
port are more technology-intensive than many manufacturing indus-
tries. Knowledge-intensive services, such as R&D, computing and
consultant services, have experienced very rapid growth and are
important sources of innovation. Many other services have become
more innovative following the implementation of ICT in service
delivery, the competition-enhancing effects of regulatory reform
and the increased role of networking and co-operation in the inno-
vation process.

Innovation surveys suggest that most of the obstacles to growth
and innovation in services are the same as in manufacturing. Insuffi-
cient access to finance and risk capital, lack of internal capacity to
innovate, insufficient expertise in applying ICT and high risk are
typically the main barriers to innovation in both sectors. This may
suggest that there is no need for specific policy for innovation in
services.

However, some aspects of policy must take better account of
the needs and characteristics of the services sector. Regulatory
reform is needed to ease access to and reduce the costs of service-
relevant ICT and to promote competition and innovation through-
out the economy. The reduction of barriers to trade and foreign
investment in services can also help to strengthen competition and
should promote the diffusion of innovative ideas and concepts
across countries. Policies promoting RED in the business sector may
require modification if they are biased against service innovation.
Better and more comprehensive data on the services sector will
improve the understanding of innovation in services.

Interaction between universities and industry is crucial
to innovation

Industry-science linkages have become a central concern of
government policy in recent years. Technical progress has acceler-
ated in areas where innovation is directly rooted in science (bio-
technology, information technology, new materials) and firms’
demand for links to the science base has increased. Innovation now
requires more external and more multidisciplinary knowledge. In
addition, owing to increased competition and a more short-term ori-
entation, firms have been forced to save on R&ED costs and to search
for alternative sources of knowledge. Financial, regulatory and
organisational changes have boosted the development of a market
for knowledge. Restrictions on public financing have encouraged
universities and other publicly funded research organisations to
enter this market, especially when they can build on established
linkages with industry.

Such links are beneficial to both universities and firms. Uni-
versities seek industry contacts to ensure good job prospects for
students, to keep curricula up to date and to obtain research
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support. Leading research universities seek strategic alliances
with firms in order to consolidate their position in innovation
networks and to establish their place in the market for knowl-
edge. The main benefit for firms is often improved access to
well-trained human resources. Other benefits include access to
new scientific knowledge, established networks and problem-
solving capabilities.

Interaction between science and industry takes various forms
in different countries, owing to differences in institutions, regula-
tory frameworks, research financing, intellectual property rights
and the status and mobility of researchers. Thus, policy challenges
may differ. In countries with large public involvement in RED, such
as Italy and Mexico, the technological absorption capacity of the
business sector is often not very well developed. In countries with
average public involvement in RED, such as France and the
United Kingdom, RED efforts are often duplicated and science is
not always sufficiently responsive to business needs. In countries
with low public involvement in RED, such as Japan and the United
States, improving the leverage of public research and its quality is
often a key concern.

While modest in number, university spin-off firms are a vital
component of networks and play an increasingly valuable role in
most countries. Preliminary OECD data suggest that spin-off forma-
tion is about three to four times higher in North America than in
other OECD areas. Most spin-offs are concentrated in ICT and bio-
technology. Governments can help lower certain obstacles to spin-
off formation by providing seed capital to help finance early-stage
investment or by improving incentive structures for researchers and
would-be entrepreneurs.

Data on the mobility of scientists, while scarce, show large dif-
ferences across the OECD area. In the United States, scientists and
engineers change jobs every four years, and even more frequently
in areas such as software and IT. In Japan, only 20% of engineers
change jobs in their career. Employment rules and labour market
conditions set the overall situation for mobility. The lack of transfer-
ability of pensions between the public and private sectors is a
major barrier to the mobility of researchers in many countries. More
specific constraints include public employment legislation, regula-
tions on temporary mobility and secondary employment and regu-
lations on academic entrepreneurship.

Other barriers also affect the link between science and indus-
try. For instance, the granting of intellectual property rights varies
significantly. Some countries grant ownership of publicly funded
research to the performing institution, others to the inventor. Grant-
ing licenses to institutions tends to make the research less exclu-
sive. In addition, public researchers are traditionally evaluated on
their research, not on their contribution to industry.
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Policies to support private RED are not equally effective

Because firms may underinvest in R&D, governments typically
stimulate private R&D. They can do this in several ways, but not all
are equally effective. Both fiscal incentives and direct public sup-
port stimulate R&D funded by business, but research performed by
government and universities may crowd out private R&D. Publicly
funded research may lead to technology that is used by business,
however, even if it does not affect private R&ED. Defence RED has a
negative impact on business funding of R&D, while civilian R&ED has
a neutral impact. More targeted government funding of business
R&ED may reduce barriers to the transfer of knowledge from universi-
ties and may thus limit the crowding-out effect. Whereas crowding
out is often immediate, spillovers may take some time to materialise.

The effectiveness of such policies varies. First, countries that
provide a level of direct funding to business that is too low or too
high stimulate private RED less than those with an intermediate
level of public funding. The effectiveness of government funding of
business R&ED seems to have an inverted-U shape, increasing up to
an average subsidisation rate of about 13% and decreasing beyond.
Over a subsidisation level of 25%, additional public money appears
to substitute for private funding. These figures are mainly illustra-
tive, as actual thresholds depend on the precise policies used and
on economic conditions, which differ across countries and change
over time. Second, stable policies are more effective than volatile
policies. Third, the effectiveness of policy tools depends on the mix
of policy instruments. In particular, government funding of business
R&D and tax incentives are substitutes; greater use of the one
reduces the effectiveness of the other.

Some broad policy conclusions can be drawn. First, any type of
government support to business RED is more likely to be effective
if it is integrated within a long-term framework, as this reduces
uncertainty. Second, as policy instruments should be consistent, the
various agencies involved in their design and management need to
be co-ordinated. Third, if government wishes to stimulate business
R&D, it should avoid providing too little or too much funding.
Fourth, while funding of defence-related R&D is not explicitly
aimed at stimulating private R&ED expenditure, it has a crowding-out
effect on civilian business R&D. Fifth, research performed in univer-
sities has potential uses for business and targeted government
funding appears to increase technology transfer from universities.

Networking is essential to innovation and requires greater
attention from policy makers

It has been widely recognised in recent years that innovation
processes are characterised by a considerable degree of interaction
and division of labour. In stimulating co-operation among actors in
the innovation system, policy makers expect that synergy will occur
and that the innovation potential will be better exploited in existing
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and in new firms, in research and in society as a whole. Partners in
networks can obtain benefits that they could not get independently
through the increased scale and scope of activities, cost and risk
sharing, improved ability to deal with complexity, enhanced learn-
ing effects, greater flexibility and efficiency and greater speed.

One sign that networking has become more important is the = Technology alliances have
sharp increase in international technology alliances in biotechnol-  gained ground and have
ogy and ICT in the early 1990s, which accelerated as the decade con- changed in character.
tinued. New technologies have become more knowledge-intensive
and thus require more co-operation. Countries differ substantially
in this respect, however, apparently as a result of their level of tech-
nological sophistication and their economic structure. Large firms
are more involved in technological alliances than small ones. Col-
laboration is now often considered as a first-best option, rather than
a solution of last resort. In addition, firms increasingly collaborate
on R&D, an activity which firms traditionally did not share with other
firms. Firms are also increasingly engaging in R&D collaboration with
overseas partners.

Firms rarely innovate alone. In Austria, 61% of product-innovating  Firms increasingly co-operate
firms collaborated with one or more partners, 83% in Spain and as  with foreign partners.
high as 97% in Denmark. The available evidence suggests that inter-
firm collaboration still predominantly takes place among domestic
firms. However, foreign firms, especially suppliers of materials and
components and private customers, play a significant and growing
role in national innovation networks.

Intensive inter-firm links and learning between partners  Co-operation between firms
depend on high levels of trust because the knowledge transferred is  requires trust.
often tacit, uncodified, specific and commercially sensitive. Trust
helps to build long-term relationships between firms and reduces
the costs of co-operation.

Governments have recognised the growing importance of  The role of government may

co-operative networks. Governments and non-profit organisations  vary depending on the amount
can promote firms’ awareness of networking, notably by distributing  of networking already in place.
information. Governments can also assist firms in their search for
network partners by furnishing them with information, brokerage
and matching services. Experience suggests that governments can-
not create networks from scratch, however. They can sometimes
reduce firms’ reservations about inter-firm co-operation, although
building trust takes time. The establishment of long-term network
facilitation programmes and foresight programmes may be helpful.
The success of networks may also depend on other resources, such
as access to a key technology or to important foreign markets. In
some cases, governments can help to address systemic failures in
these areas. In others, private alternatives may be more efficient.
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Chapter 1
PROGRESS TOWARDS A KNOWLEDGE-BASED ECONOMY

Introduction

This chapter summarises recent trends in science, technology and innovation and the ongoing shift
towards knowledge-based economies. Where possible, it updates the OECD’s Science, Technology and
Industry Scoreboard 1999 (OECD, 1999). The chapter first briefly recalls recent macroeconomic develop-
ments as reported in the most recent OECD Economic Outlook (OECD, 2000a). Next, it examines broad
trends in the knowledge-based economy, including the growing importance of investment in fixed
assets and information and communication technologies (ICT), in intangible assets such as education,
R&D and software, and in the growing knowledge-based sectors. It then turns to trends, both recent and
long-term, in RED investment and in the financing of innovation. Finally, it looks at the rise in interac-
tion and networking in the global economy, as observed in the increase in trade and foreign direct
investment (FDI), the rapid growth in international alliances and the expansion of co-operation in the
production of science and technology. The chapter is primarily based on OECD databases. Further
detail on these databases and on several of the indicators used is available in the Statistical Annex.!

The macroeconomic context

The recent OECD assessment of economic conditions suggests that the world economy continues
to rebound strongly from its 1997-98 slowdown (OECD, 2000a). Nearly all OECD countries are enjoying
growth above potential and falling unemployment, while inflation has remained low. Even in Japan,
which remains an exception in the overall picture, the recovery appears to be under way. In the OECD
area, GDP is likely to rise from 3% in 1999 to 3.75% in 2000, before slowing again to 3% in 2001 (Table 1).
Inflation is expected to edge upwards but should remain relatively low.

Table I. Core macroeconomic projections for the OECD area

1999 2000 2001 1999 2000 2001
Real GDP (percentage increase) Inflation (change in the GDP deflator)'
United States 4.2 4.9 3.0 1.5 2.1 2.3
Japan 0.3 1.7 2.2 -0.9 -0.8 -0.1
Euro area 2.3 3.5 3.3 1.2 1.5 1.9
European Union 2.3 3.4 3.1 1.5 1.8 2.2
OECD 3.0 4.0 3.1 1.1 1.6 1.9
Employment (percentage increase) Unemployment rates (% of labour force)
United States 1.5 2.1 1.0 4.2 4.0 4.2
Japan -0.8 0.1 0.3 4.7 4.8 4.8
Euro area 1.7 1.7 1.6 10.1 9.2 8.5
European Union 1.6 1.5 1.3 9.2 8.5 7.9
OECD 1.3 1.5 1.2 6.6 6.3 6.1

1. The inflation rate for total OECD excludes countries with high inflation, i.e. those which have had on average 10% or more inflation in terms of the
GDP deflator over the 1990s. They include Greece, Hungary, Mexico, Poland and Turkey.
Source:  OECD (2000a).
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As the recovery strengthens, employment should pick up, particularly in the Euro area. Unemploy-
ment rates are expected to decline sharply in the European Union, with the number of jobless dropping
by almost 3 million persons between 1998 and 2001. In the United States, unemployment is projected
to reach bottom in 2000 and should stabilise or rise slightly in 2001 as economic growth loses momen-
tum. In Japan, unemployment is likely to remain at a historically high level, since slow economic growth
is unlikely to strengthen employment prospects in the near future.

In sum, for most OECD countries, the overall economic outlook is good and business conditions are
likely to improve. In addition, the strong growth in 1999 has led to a substantial improvement in govern-
ment budgets and debt positions. Government debt is now declining as a percentage of GDP, except in
Japan and some non-EU countries in Europe. Fiscal policy looks set to become a little more expansion-
ary throughout much of the OECD area over the next few years, while monetary policy should tighten
gradually in Europe and more aggressively in Canada and the United States.

The strong macroeconomic outlook should have at least two important effects on the trends dis-
cussed in this chapter. First, improved government budgets may contribute to increased public spend-
ing in areas such as R&D and education, as recent budget proposals in several OECD Member countries
indicate (see Chapter 2). Second, the pick-up in the business cycle is likely to lead to greater private
investment in tangible and intangible assets, including R&D.

Trends in the knowledge-based economy

Structural changes in OECD economies reflect the growing value of the production, diffusion and
use of knowledge. Scientific and technological advances are more rapid, more widespread and more
pervasive than before (see Chapter 3), and ICT now provides essential tools for any business. Several
trends are apparent in the move towards a knowledge-based economy, including rapid growth in tangi-
ble and intangible investment, continued upskilling of the population in OECD countries, strong growth
in knowledge-based industries and rapid diffusion of ICT and particularly the Internet.

Tangible and intangible investment is increasing

Investment in fixed capital has recently risen considerably (Figure 1), notably in the second half of
the 1990s, and seems closely linked to stronger growth performance in many OECD countries. It is an
important vehicle for the incorporation of new technologies, such as ICT, into the production process.
Since 1995, its annual average growth rates have exceeded 10% in Iceland, Ireland, Poland and Mexico.
In 1999, investment accounted for more than 20% of GDP in most OECD countries.

Much current investment is for intangible assets, defined here as the sum of (public) spending on
education, expenditure on RED and investment in software. In OECD countries, it represents between
6% and 11% of GDP (Figure 2). It is highest in France and Sweden; Australia, Italy and Japan invested
less than 7% of total GDP in intangibles. The rise in investment in intangibles varies considerably.
Between 1985 and 1995, OECD-wide expenditure increased about 2.8%. In some countries (Denmark,
Finland, Japan), intangible investment grew quite rapidly; in others (Belgium, Italy, the Netherlands)
growth was quite slow.

Measuring investment in intangible assets is more difficult, as it is heterogeneous and not always
clearly defined. The available data suggest that the intensity of intangible (or knowledge) investment is
inversely related to the intensity of tangible investment (Figure 3). This may be linked to differences in
the structure of production across OECD countries, but may also point to more fundamental differences
in the move towards a more knowledge-based economy.

People in the OECD area are becoming better educated

The largest share of intangible investment — more than half of total OECD investment in intangibles
and almost two-thirds in the European Union — goes to education. In Denmark, Italy and Norway, public
spending on education represents more than 70% of total intangible investment.? This is not surprising
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Figure 1. Growth in fixed capital formation, 1985-95 and 1995-99
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Source: OECD (2000a).

since continuous upskilling of the labour force is crucial in a knowledge-based economy. Over the past
generation, the proportion of adults in the OECD area with at least a secondary-level education has
risen from 44% to 72% and the share with at least a tertiary-level education has almost doubled, from
22% to 41% (OECD, 20006; Figure 4).

There are considerable differences in education levels across the OECD, however. In 1998, of those
aged 25-34, 90% had at least a secondary education in the Czech Republic, Japan, Korea and Norway,
but less than 30% in Mexico, Portugal and Turkey. In countries where the educational attainment of the
generation aged 55-64 is lowest, the catch-up to higher education levels has been the most rapid, as the
large difference between the education levels of the two generations indicates. Of those aged 25-34,
more than 60% had at least a tertiary-level education in Canada, Japan and the United States, but fewer
than 20% in Austria, Italy, Portugal and Turkey. Unlike the situation for secondary education, however,
the upskilling to tertiary-level education of those aged 25-34 seems very loosely linked to the educa-
tional level of the older generation.

Knowledge-based sectors are expanding

Knowledge-based sectors, i.e. industries that are relatively intensive in their use of technology and/
or human capital, continue to grow rapidly in OECD economies (OECD, 1999). The share of knowledge-
based industries and services in total real value added and employment increased significantly over
the past decade (Figure 5). The knowledge-based sectors include the main producers of high-technol-
ogy goods, i.e. high- and medium-high-technology manufacturing, but also the main users of technology,
i.e. knowledge-intensive services, such as finance, insurance, business, communication and community,
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Figure 2. Intangible investment as a percentage of GDP, 1995
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Source: OECD (1999). See source for measurement details.

Figure 3. Intensity of investment in tangibles and intangibles as a percentage of GDP, 1995

Intensity of investment in tangibles

Intensity of investment in tangibles

30 30
¢
Japan
28 28
26 26
*
Austria
24 24
i} \ & Germany 22
*
Australia Denmark
20 * * ¢ 20
Belgium Netherlands
France
*
18 & ltaly Uniteq States 18
v
¢ Canada
16 @ United Kingdom PY 16
Finland P'S
Sweden
14 | | | | | | | | | 14
6.0 6.5 7.0 75 8.0 8.5 9.0 9.5 10.0 10.5 11.0

[ 24 Source: OECD (1999).

Intensity of investment in intangibles

© OECD 2000



Progress Towards a Knowledge-based Economy

Figure 4. Share of the population by education level, by age category, in 1998
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Figure 5. Increasing importance of the knowledge-based sectors, 1985-97
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social and personal services. In 1997, these sectors accounted for around 50% of total value added in
Australia, the European Union and the United States, considerably above their share in 1985.

Information technology and the Internet play a key role

Information technology plays a key role in the move towards a knowledge-based economy. In the
second half of the 1990s, with the emergence of the Internet, its diffusion accelerated. Internet-based
technologies enable the simultaneous transmission of data, voice, audio and video, thereby increasing
the capacity and flexibility of the communications system and undercutting the cost of traditional
modes of transmission. This has contributed to the increased demand for ICT equipment and software
(OECD, 2000¢). In 1997, 4% of OECD GDP was linked to investment in IT hardware, software and services
(Figure 6).

The Internet has diffused rapidly in recent years, although considerable differences in host density
remain (Figure 7). Likewise, the number of secure Web servers has exploded, particularly in the
United States, which now has over 100 secure servers per million inhabitants.? Recent data suggest that

Figure 6. Intensity of ICT expenditures as a % of GDP, 1997
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Figure 7. Density of Internet hosts and secure Web servers, 2000
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the United States has expanded its lead in this area, which is particularly important for the develop-
ment of electronic commerce.

Recent trends in R&ED and the financing of innovation

As noted above, most OECD economies are devoting more resources to the generation and diffu-
sion of knowledge. An important part involves expenditure on innovation, which includes R&D, but also
expenditure on design, marketing, training and financial and organisational change. All of these contrib-
ute to the innovation process to some extent and are included in total innovation expenditure by inno-
vation surveys. However, time series data for all OECD countries are not available for total expenditure
on innovation but only for RED.

Levels of R&ED expenditure in the OECD area differ substantially

The degree of commitment of knowledge-based economies to innovation is partly reflected in the
human and financial resources devoted to R&D.* These differ considerably across countries, and the
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richer the country, the more R&D-intensive it is (Figure 8). High-income countries generally have an out-
put structure more focused on high-technology goods and services, primarily because high incomes are
only generated by highly productive production processes. The link between R&ED and national income
has strengthened over time; the coefficient of correlation between R&ED expenditures per capita and
GDP per capita has increased from almost 0.7 in 1985 to 0.8 in 1998. Finland, Japan, Korea and Sweden
seem to invest more in R&ED than their level of GDP per capita suggests.

Current levels and patterns of R&D expenditure differ considerably across the OECD area (Table 2).
Two indicators of R&D effort are particularly important. First, the absolute volume of R&ED expenditure
differs enormously, owing to differences in the size of OECD economies and in their relative expendi-
ture on RED. In 1999, the United States spent almost USD 250 billion on R&D and accounted for 48% of
total OECD expenditure on R&ED, followed at a considerable distance by Japan (18%), Germany
(about 8%) and France (about 5.5%). The absolute volume of RED is important, since it reflects the coun-
try’s role in world scientific and technological progress. Even a highly R&D-intensive small country is
unlikely to make a large contribution to overall technological progress. Small countries may be impor-
tant for specific fields, however, as their efforts are often more focused. Countries’ relative R&D effort,
normalised by GDP, also differs considerably. Finland, Japan, Korea, Sweden and the United States
invest the largest proportion of GDP in R&ED, considerably above the OECD average. Greece, Mexico
and Turkey have the lowest relative investment in R&ED.

In most OECD countries, the business sector accounts for the bulk of overall RED spending and is
also the main performer. The United States accounts for half of all business RED spending in the OECD
area, and, together with Japan and Germany, for over three-quarters. The R&D intensity of business dif-
fers a good deal, in part because of structural differences — some countries have a large share of high-
technology industries — but mainly because of differences in their overall technological level (OECD,

Figure 8. R&D expenditure per capita and GDP per capita, 1998
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Table 2. R&D expenditure by OECD countries, 1999'

GERD? GERD? GERD? BERD? BERD? BERD? BERD 3
Ml”;fl’,']‘,SUSD (as /';gtfa(l))ECD As a % of GDP MIH:,(]’,']‘,BSD (as ‘)/"tgtfa(lb)ECD Asa%of GDP  Asa % of DPI
United States 247 227 47.7 2.84 188 058 52.3 2.16 2.40
Japan 92 499 17.8 3.06 65 857 18.3 2.18 2.44
Germany 43 261 8.3 2.29 29313 8.2 1.55 2.00
France 27 880 5.4 2.18 17 289 4.8 1.35 1.83
United Kingdom 23 557 4.5 1.83 15501 4.3 1.21 1.64
Korea 16 951 3.3 2.52 11920 3.3 1.77 2.17
Italy 13 241 2.6 1.05 7120 2.0 0.57 0.73
Canada 12 744 2.5 1.61 8023 2.2 1.01 1.26
Netherlands 7378 1.4 2.04 4026 1.1 1.11 1.43
Sweden 6 845 1.3 3.70 5124 1.4 2.77 4.40
Australia 6 749 1.3 1.64 3063 0.9 0.71 0.78
Spain 6 486 1.3 0.90 3342 0.9 0.47 0.62
Switzerland 4 868 0.9 2.73 3440 1.0 1.93 2.32
Finland 3 665 0.7 3.11 2539 0.7 2.15 3.19
Belgium 3476 0.7 1.57 2344 0.7 1.06 1.35
Austria 3249 0.6 1.63 1274 0.4 0.83 1.11
Denmark 2792 0.5 2.00 1770 0.5 1.26 2.04
Mexico 2442 0.5 0.34 482 0.1 0.07 0.08
Poland 2 160 0.4 0.73 896 0.2 0.30 0.40
Norway 2 145 0.4 1.75 1111 0.3 0.95 1.34
Turkey 1997 0.4 0.49 644 0.2 0.16 0.18
Czech Republic 1 682 0.3 1.26 1 086 0.3 0.81 0.96
Ireland 1 080 0.2 1.41 792 0.2 1.03 1.34
Portugal 946 0.2 0.63 213 0.1 0.14 0.20
New Zealand 752 0.1 1.13 212 0.1 0.32 0.39
Hungary 709 0.1 0.68 273 0.1 0.26 0.31
Greece 698 0.1 0.49 161 0.0 0.11 0.19
Iceland 137 0.0 1.82 55 0.0 0.73 1.20
Total OECD 518 321 100 2.23 359 354 100 1.54 1.85
North America 262 954 51 2.38 196 622 55 1.78 2.02
European Union 144 412 28 1.81 91 672 26 1.15 1.53

1. Or latest available year.

2. Gross domestic expenditure on RED.

3. Business enterprise R&D expenditure.

Source:  OECD, Main Science and Technology Indicators, May 2000.

1999). Relative to the domestic product of industry (DPI), Sweden is by far the most R&D-intensive
country, followed by Finland, Japan, the United States, Switzerland and Korea.

Differences are also marked in the financing and performance of R&ED (Figure 9). The combina-
tion of government and industry funding accounts for more than 90% of funds devoted to R&ED in
almost all OECD countries, although the respective contributions of the public and private sectors
vary. At one extreme are Ireland, Japan and Korea, where 70% of R&D is funded by business and
20% by the government. At the other extreme are Mexico and Portugal, where the shares are
reversed. In most OECD countries, the business sector finances most R&ED expenditure, although in
some (mainly low-income) economies, the government does so. In such low-income countries, the
private sector often primarily consists of low-technology industries, resulting in low overall RED
spending. In addition, their scientific base is often less developed than that of high-income econo-
mies. OECD-wide, on average, the business sector accounts for over 60% of R&ED funding and the
government sector for just over 30%. The remainder of RED financing comes from other national
sources of funding and from abroad; funding from abroad is quite important in Canada, Greece, the
Netherlands and the United Kingdom. In Japan, for example, international funding of R&ED is very
limited.
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Figure 9. Shares of government and industry in GERD funding, 1999 (%)
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There are also important differences in the main performers of R&ED (Table 3). Governments finance
a considerable amount of research which is carried out by others, such as institutions of higher educa-
tion (i.e. universities) and the business sector. About 70% of overall OECD R&D is performed by the
business sector, although the share is substantially less in some low-income economies. Almost 17% of
total R&D is performed by universities and just over 11% by government institutions, such as public lab-
oratories. There are large differences within the OECD area, however, owing to institutional differences,
levels of economic and technological development and various other factors. In many cases, govern-
ments also finance research in the business sector, sometimes to meet specific public goals, such as
defence, and sometimes as more general support for RED (see Chapter 6).

Non-OECD countries make a sizeable contribution to global R&ED expenditure. On the basis of PPP,
China spent about USD 24 billion on R&D in 1998, a figure comparable to that of the United Kingdom
(Figure 10). Russia spent about USD 10 billion, Chinese Taipei USD 6.5 billion, Brazil USD 5.5 billion
and Israel USD 2.5 billion. The RED intensity of most non-OECD countries remains considerably below
the OECD average, however, Israel and Chinese Taipei being notable exceptions.

There have been substantial shifts in R&ED expenditure

In recent decades, R&D funding has been subjected to important structural shifts, as well as to sev-
eral cyclical changes. First, innovative efforts have clearly intensified over the past 20 years, with R&D
expenditures and numbers of researchers increasing more rapidly than GDP and the labour force,
respectively (Figure 11). This is the case for almost all OECD countries, although Finland, Iceland and
Ireland more than doubled the intensity of their financial and human efforts, while the Czech Republic,
Hungary and the United Kingdom reduced their relative spending.’

While there is a clear long-term trend towards greater R&D intensity in OECD economies, R&D
spending has undergone considerable fluctuations over the past decade (Figure 12). First, government
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Table 3. Performance and funding of RED, 1999

Share of GERD Share of GERD Share of GERD
Share of GERD Share of GERD Share of GERD performed by performed by performed by Share of BERD Share of BERD

financed by financed by financed by the Business the Higher the financed by  financed by
industry government abroad Enterprise Education = Government industry government
sector sector sector
Australia 475 46.0 2.1 479 26.3 23.8 93.5 2.4
Austria 52.1 43.7 3.8 55.9 35.0 8.9 86.0 9.8
Belgium 64.2 26.4 6.9 67.4 27.3 3.8 90.2 4.4
Canada 49.2 31.2 13.8 63.0 23.6 12.2 73.4 5.3
Czech Republic 60.2 36.8 2.6 64.6 9.5 25.7 89.4 8.2
Denmark 53.4 36.1 6.4 63.4 21.0 14.7 85.1 5.3
Finland 63.9 30.0 5.1 69.3 18.4 12.3 90.9 4.4
France 50.3 40.2 7.9 62.0 17.1 19.5 78.5 10.6
Germany 61.7 35.6 2.4 67.8 17.6 14.6 88.2 9.0
Greece 20.2 46.9 30.3 23.1 52.3 24.2 67.9 4.6
Hungary 36.1 56.2 4.9 38.4 25.2 31.2 83.9 9.4
Iceland 41.7 51.2 6.2 40.3 26.8 31.6 91.3 5.0
Ireland 69.4 22.2 6.7 73.3 18.6 7.4 91.2 5.3
Italy 43.9 51.1 5.0 53.8 25.1 21.2 78.5 13.3
Japan 72.6 19.3 0.3 71.2 14.8 9.2 97.3 2.1
Korea 72.5 229 0.1 70.3 11.2 17.6 94.8 4.8
Mexico 16.9 71.1 2.5 19.7 39.9 38.7 63.3 26.4
Netherlands 45.6 39.1 12.8 54.6 27.3 17.1 75.7 5.4
New Zealand 30.5 52.3 5.2 28.2 36.4 35.3 79.3 8.7
Norway 49.4 429 6.5 56.9 26.6 16.4 81.4 11.0
Poland 37.8 59.0 1.5 41.5 27.6 30.8 72.0 26.9
Portugal 21.2 68.2 6.1 22.5 40.0 24.2 82.7 9.4
Spain 49.8 38.7 6.7 51.5 30.9 16.5 89.1 6.6
Sweden 67.7 25.2 3.4 74.8 21.5 3.5 89.1 7.6
Switzerland 67.5 26.9 3.1 70.7 24.3 2.5 92.5 2.4
Turkey 41.8 53.7 1.8 32.3 57.2 10.5 95.3 2.0
United Kingdom 47.3 31.0 16.8 65.8 19.6 13.3 66.4 11.6
United States 68.5 27.6 - 76.1 13.9 7.1 88.2 11.8
Total OECD 63.1 30.6 - 69.3 17.0 11.2 87.7 9.5
North America 67.0 28.3 - 74.8 14.7 7.8 87.6 11.5
European Union 53.9 37.2 7.0 63.5 20.7 15.0 81.9 9.3

1. Or latest available year.
Source:  OECD, Main Science and Technology Indicators, May 2000.

spending has been affected by the reduction in the military R&ED budget, as a direct aftermath of the
end of the cold war. This has particularly affected France, the United Kingdom and the United States,
the largest spenders on defence R&ED. Consequently, the share of GERD devoted to civilian research
activities has risen significantly and accounted for more than 90% of the 1998 total (Figure 13). Second,
R&ED spending by many governments fell relative to GDP during much of the first half of the 1990s, as
depressed cyclical conditions and large budget deficits pressed many countries to cut down on discre-
tionary public spending. Third, RED intensity has fluctuated with the business cycle, as RED efforts are
closely linked to firms’ economic health and their profit outlook.® The economic slowdown of the early
1990s thus had a strong impact on R&ED and was mirrored in a sharp drop in total OECD GERD intensity.
In recent years, as the business cycle has picked up and as governments have put their budget deficits
in order, spending on R&D relative to GDP has increased. This is particularly apparent in Japan and the
United States, R&D spending in the European Union still remaining quite low.

Substantial changes have also occurred in government funding of business R&D. In 1999, govern-
ment support accounted on average for less than 10% of total business expenditure on R&ED and sub-
stantially less in many European countries and Japan. Italy, Mexico and Poland aside, the US
government is the major supporter of business R&ED and accounts for almost 12% of BERD. The rela-
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Figure 10. R&D expenditure in the OECD and non-OECD area, 1999
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tively low level of support in 1998 contrasts with the situation in the early 1980s, when government
funding of business R&D was twice as large, and represented nearly a quarter of total BERD (Figure 14).
Government funding of business R&ED declined broadly across the OECD area but was particularly
marked in Australia, Iceland, Ireland, the United Kingdom and the United States, where public support
for business R&ED dropped by more than 60% over the period. It also dropped by more than half in Canada,
Denmark, France and Norway. In France, the United Kingdom and the United States, the decline
appears partly due to reduced government support for defence R&D in the business sector.

Government support to industrial technology goes well beyond direct support for R&ED. However,
data are more limited for other categories of support, such as fiscal incentives, mission-oriented con-
tracts and procurement and support for the SET infrastructure, through which governments support
technological developments in the private sector (see also Chapter 6). Support for RED through the tax
system has increased in importance in recent years; in 1998, 12 OECD countries effectively subsidised
R&D (Figure 15). In several other OECD countries, there is an effective tax on R&ED expenditure.
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Figure 11. Intensity and growth of overall R&D expenditures in OECD countries
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Figure 12. Fluctuations in R&D across the OECD area, 1981-99
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Figure 13. Estimated civilian GERD as a percentage of total GERD
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Figure 14. Share of BERD financed by government (%)
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Figure 15. Tax treatment of R&D
Amount of tax subsidies for 1 USD of R&D, large firms, 1999
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The orientation of RED has been affected by changes in funding

Marked changes in RED funding and performance have also affected the nature of research itself. A
key area in this respect is basic research, which it is the source of most fundamental knowledge.” Basic
research has traditionally been mainly performed in publicly financed institutions. In 1998, universities
and public laboratories accounted for more than half of total expenditure on basic research, but in
many OECD countries they account for over 80% (Figure 16). The higher education sector contributes by
far the most, sometimes more than two-thirds of the total public effort. Since future payoffs from basic
research activities are uncertain and difficult to appropriate, there is generally less basic research in
industry, despite certain exceptions; in Japan and the United States, the business sector accounts for a
large proportion of total basic research.

Overall expenditures on basic research have increased little over the past two decades, probably
because of the decline in government funding for R&ED and a shift in the orientation of business R&D.
Detailed evidence suggests, however, that in most countries the decline in government funding has pri-
marily affected more applied research, with basic research generally remaining protected. As a percent-
age of GDP, basic research has increased somewhat since the early 1980s in most OECD countries, an
indication that OECD countries spend a mounting proportion of their resources on expanding the stock
of basic knowledge (Figure 17).

Recent trends indicate rising government and business spending on R&D

In recent years, various factors have encouraged many OECD countries to invest more in R&D. First,
government budget deficits have improved considerably, and countries such as Finland and Japan have
strengthened public funding of R&ED (Figure 18). In a large number of countries, government funding for
R&D increased in the second half of the 1990s, although not always enough to outstrip GDP growth.

Figure 16. Roles of higher education and government in funding basic research, 1998

[ Higher education Il Government

1. Or latest year available, i.e. 1991 for Germany and Sweden; 1993 for Austria and Ireland; 1995 for Mexico and Portugal; 1996 for Australia
and France; 1997 for the Czech Republic, Iceland, Japan, Korea, Norway, Poland and Spain; 1998 for Italy and the United States.
Source: OECD, R&D databases, February 2000.
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Figure 17. Basic research as a percentage of GDP, 1981-98
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1. Or latest year available, i.e. 1991 for Germany and Sweden; 1993 for Austria, Ireland and the Netherlands; 1995 for Mexico and Portugal; 1996
for Australia and France; 1997 for the Czech Republic, Iceland, Japan, Korea, Norway, Poland and Spain; 1998 for Italy and the United States.
Source: OECD, R&D databases, February 2000.

Figure 18. Average annual growth of government appropriations to R&D, 1995-991
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1. Or latest available year, i.e. 1997 for New Zealand; 1998 for Australia, Belgium, Canada, France, Germany, Ireland, Italy, Mexico, Poland and
the United Kingdom; 2000 for Denmark, Finland, Japan, Norway and the United States.
Source: OECD, Main Science and Technology Indicators, May 2000; series deflated by the producer price index.
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Figure 19. Recent trends in business R&D and government budgets, 1995-99*
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Annual average growth in government spending — adjusted for inflation — was fastest in Spain and
Portugal, followed by Mexico, New Zealand and Japan (Figure 18). Increased government spending in
Finland, Japan, Portugal and Spain appears closely linked to long-term strategic shifts in science and
technology policy (Chapter 2). In some countries, more recent changes, not yet reflected in the data,
also indicate growing support for government R&D. Moreover, the business cycle has improved in many
countries and has contributed to a considerable pick-up in business R&D, in particular in Denmark,
Finland, Japan, Sweden and the United States (Figure 19).

Venture capital markets play a growing role in funding innovation

Venture capital, a key element of private equity finance,® has become a major source of funding for
new technology-based firms in recent years and thus a major contributor to radical innovation. It has, for
instance, fuelled the development of the Internet and biotechnology industries in the United States. In
1999, IT-related companies attracted more than two-thirds of total US venture capital funds (Figure 20).
E-commerce and Web content firms, which require large investments to create brand recognition and
establish a leadership position, accounted for around 80% of the 1999 boom in total US venture capital
investment. In Europe, many new businesses are emerging and thriving with the help of venture capital.

[38 A considerable share of these investments is allocated to high-technology sectors (Figure 21).
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Figure 20. Industry orientation of venture capital investments in the United States, 1999

Biotechnology
3%
Medical/health
6% Internet-specific
7%
IT industries
Otherl[igzducts 71%
Industrial/energy
2%
Computer
Consumer-related software
4% and services
18%
Semiconductor/
electronics Computer
4% hardware 3%
Communications
2%
*  Internet-specific refers to firms that would not exist without the Internet and that do not belong to other industries.
Source: US National Venture Capital Association, www.nvca.com — February 2000.
Figure 21. Average share of venture capital invested in high-technology sectors, 1995-98
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Source: US National Venture Capital Association, www.nvca.com; European Venture Capital Association, www.evca.com, February 2000. 39
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The US venture capital market, estimated at more than USD 48 billion in 1999, up from only
USD 16 billion in 1998, is by far the largest in the OECD area.’ However, venture capital markets have
expanded rapidly in the United Kingdom, and to a lesser extent in some other European countries and
Canada (Figure 22). They have boomed in recent years, doubling in North America and more than tri-
pling in Europe. In Italy, the venture capital market in 1998 was more than four times its size in 1995.

Figure 22. Size and growth of venture capital markets in OECD countries, 1998 and 1995-98
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Source: US National Venture Capital Association, www.nvca.com; European Venture Capital Association, www.evca.com — February 2000.

Venture capitalists invest in firms at different stages of development (Figure 23). Seed capital is
provided to research, assess and develop an initial concept. Start-up financing is provided to compa-
nies for product development and initial marketing. Expansion financing is given to companies that are
breaking even or trading profitably. On average, funds are allocated disproportionately to established
firms to increase production capacity, support market or product development or reinforce working cap-
ital. During recent years, however, capital investment in firms in early stages has increased, an indica-
tion that venture capital is more than just a financial tool. Investors now also provide expertise and
guidance (i.e. knowledge), so that venture capital is becoming a mechanism to nurture new and high-risk
firms. In this respect, venture capital markets are both a driver and an outcome of the development of
knowledge-based economies (see Chapter 3). In Europe, the amount of capital for seed and start-up
companies more than doubled in 1998, while total venture capital investment grew by 50%.

Networks and the impact of globalisation
The development of a knowledge-based economy has profoundly affected how firms and organisa-

tions interact. ICT has made possible the codification of a great deal of knowledge and easier and
cheaper diffusion of that knowledge. Tacit knowledge remains harder to transmit and is presently the
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Figure 23. Investments in firms at early or expansion stage as a percentage of GDP, 1998
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Source: US National Venture Capital Association, www.nvca.com; European Venture Capital Association, www.evca.com — February 2000.

main source of firms’ competitive edge. Firms therefore tend to focus on controlling their tacit knowl-
edge and externalise activities that do not involve their core competencies. They participate in net-
works that provide them with valuable knowledge; collaboration has become a fundamental component
of most firms’ strategy (see Chapter 7). Thus, trade and FDI have gained in importance, and the number
of mergers and acquisitions has increased strongly. The number of strategic alliances has grown in terms
of both number and scope. Links to the science base have developed rapidly (see Chapter 5), and R&D
and scientific efforts are increasingly international, leading to increases in cross-border ownership of
inventions.

International trade is growing more rapidly than GDP

International trade in goods and services plays an increasing role in most OECD countries. It can
lead to substantial efficiency gains for producers and a larger choice of cheaper and better quality
goods and services. The expansion of international trade is directly linked to the greater specialisation
of firms and countries in their respective areas of comparative advantage. Trade in goods and services
increased steadily over the 1985-98 period; combined, it accounts for around 20% of total OECD GDP.
The relative weight of trade in services remains relatively small but is growing somewhat more rapidly
than trade in goods (Figure 24).

Countries differ in terms of their exposure to trade, owing to size (smaller countries are more
open), “natural” or geographical openness, trade policy factors, industrial structure and historical, politi-
cal and cultural legacy. International service transactions, although traditionally more difficult, have
expanded rapidly in recent years and may have benefited from the wider use of ICT. International trade
is also increasingly knowledge-based. Cross-border transactions have progressively shifted towards
high- and medium-high-technology sectors (see below). In affecting economic sectors previously con-
sidered non-tradable, international trade now diffuses a broader range of innovative ideas, technolo-
gies and concepts.
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Figure 24. Growth in international trade in the OECD area, 1985-98
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Foreign direct investment takes on a more prominent role

The increase in global-scale networking is partly driven by the expansion of FDI, which plays a fun-
damental role in international integration and global industrial restructuring. The relative importance of
FDI varies markedly over time and across countries. In 1998, stocks of outward FDI ranged from 86% to
57% of total GDP for Switzerland and the Netherlands, respectively, to less than 1% for Mexico and
Poland. New Zealand, Sweden and the United Kingdom also had large stocks of FDI, whereas Italy,
Japan and, to a lesser extent, the United States had FDI stocks of less than 10% of GDP (Figure 25).

Flows of FDI increased substantially in the 1990s. In many cases, FDI grew twice as rapidly as other
forms of investment. In the 1980s, FDI represented at best 20%, and in most cases less than 10%, of total
investment. In the 1990s, it accounted for up to 40% of total gross fixed capital formation in several coun-
tries, and in a growing number of countries more than 20% of investment is now linked to FDI (Figure 26).
Balances differ substantially, with countries like the Netherlands, New Zealand and Switzerland appear-
ing very open to inward FDI, while others such as Japan seem very closed.

The nature of investment has changed as well. The 1990s have seen FDI shift towards mergers and
acquisitions (M&A) and away from greenfield investments; M&A now account for more than 85% of total
FDI. Between 1991 and 1998, the value of cross-border MEA grew more than six-fold, from USD 85 billion
to USD 558 billion, and the total number rose from 4 149 to 5 373 (Figure 27). The average size of deals
increased almost five-fold. Whereas M&A previously often targeted small and medium-sized enter-
prises (SMEs), the 1990s were characterised by an explosion of mega-mergers of well-known multina-
tionals (e.g. British Petroleum and Amoco; Chrysler and Daimler-Benz).

Cross-border M&A occur in all economic sectors, although services, with 52%, are now slightly more
important than manufacturing. They remain concentrated in a few countries. Over the 1991-98 period,
Western Europe and North America accounted for 38% and 30% of global inward transactions and 52%
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Figure 25. Stock of foreign direct investment as a share of GDP, 1998
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Figure 26. Inward and outward investment as a percentage of gross fixed capital formation
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Figure 27. Cross-border mergers and acquisitions, 1991-98

[ Value of cross-border mergers and acquisitions Number of cross-border mergers and acquisitions

(USD billion)
600 7000
500 _ _ 6000

_ 5000
400 _

_ 4000
300 _

_ 3000
200 _

_ 2000
100 — _ 1000

0 J 0
1991 1992 1993 1994 1995 1996 1997 1998

Source: Kang and Johansson (2000).

and 30% of global outward transactions, respectively. The top five countries are the United States (27%),
the United Kingdom (14%), Germany (5%), France (5%) and Canada (4%). They have also contributed
strongly to the recent increase in the number and scope of MEA.

Foreign affiliates are important to the economy in several Member countries

Data on foreign affiliates provide a complementary view of how FDI contributes to the host coun-
try's economic performance. In 1997, foreign affiliates accounted for between 12% and 33% of total man-
ufacturing production and between 6% and 33% of total manufacturing employment in most OECD
countries (Figure 28). In Ireland, they contributed more than 60% to manufacturing production and more
than 40% to manufacturing employment. In Japan and Turkey, their share in production and employ-
ment remains quite small. In general, the share of foreign affiliates in production exceeds their share in
employment, a sign that foreign affiliates have higher productivity levels than national firms.

The share of foreign affiliates in production and employment rose in almost all countries between
1985 and 1997. Growth was particularly rapid in Finland and Norway as well as in the G7 countries other
than Germany and Japan. Foreign affiliates contribute significantly to RED. In 1997, they accounted for
between 10% and 40% of total business expenditures on R&ED in most OECD countries. The extremes
were Hungary (77%) and Ireland (58%), on the one hand, and Japan (1%) on the other. The contribution of
foreign affiliates to R&ED was larger than their contribution to manufacturing output in the Netherlands
(41%) and the United Kingdom (40%).

International strategic alliances point to closer collaboration among firms

The increase in cross-border M&A in the 1990s occurred simultaneously with a rapid growth in
international strategic alliances. Between 1990 and 1999, the number of international alliances rose from
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Figure 28. Share of foreign affiliates in manufacturing
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just over 3 000 to almost 60 000 (Figure 29). Recent trends in international strategic alliances and cross-
border M&A in fact look very similar, an indication of common trends in firms’ responses to globalisation
and technological change. Firms focus on core competencies and use M&A to strengthen core activities.
Inter-firm co-operative arrangements may be a natural complement to M&A in gaining access to rele-
vant knowledge.

Strategic alliances developed rapidly over the past decade and rose by 40% in 1999. The number of
co-operative deals increased from just over 1 000 in 1989 to more than 7 000 ten years later. Recent alli-
ances are far larger in scale and in value terms than earlier partnerships. Firms enter into alliances for
two main reasons: sharing risks and costs or pooling resources to optimise the use of tangible and intan-
gible assets. Strategic alliances traditionally aim at three areas: development of marketing and joint
sales activities, optimisation of manufacturing and production activities or reinforcement of R&ED activi-
ties. The first two remain the most frequently invoked reasons for co-operation, for 29% and 25%,
respectively, of the total number of alliances between 1990 and 1999. The third purpose is slightly less
common (17%).

Alliances are concluded in all sectors, but are particularly common in telecommunications, pharma-
ceuticals, cars and airlines. In telecommunications, they often concern the adoption or development of
common standards. In the pharmaceuticals industry, soaring R&ED costs are often an important issue. In
the car industry, the development of leading-edge technologies to reconcile environmental and eco-
nomic constraints is often the key challenge, whereas the implementation of a common system for res-
ervations, ticketing and client services and a larger market are often an important goal in the airline
industry. The sectoral distribution of strategic alliances has drastically changed in recent years. In the
early 1990s, manufacturing firms accounted for more than half of all alliances concluded. Today, agree-
ments in the services sector outpace those in all other sectors and represent almost three-quarters of
all co-operative relationships.

Figure 29. Strategic alliances across the OECD between 1990 and 1999
Cumulative number of deals by zone
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Most strategic alliances have an international dimension. Between 1990 and 1999, more than 67%
took place between firms from different countries. Many co-operative agreements involve firms from
North America, Asia or Europe. North America has a significant number of intra-regional alliances; more
than half of all US alliances are domestic. In Western Europe and Asia, domestic coalitions are less
numerous, accounting for only 13% of all deals. Firms from smaller countries are proportionally more
likely to enter an alliance with a foreign partner, as their home markets and national research base are small.

International collaboration on RED is needed to share costs and knowledge

Much of the increase in collaboration centres on RED. The internationalisation of RED has been
fostered by the spread of multinational firms throughout the OECD area and the growth of international
strategic alliances, and is reflected in the growth in cross-border inventions (Figure 30). The share of for-
eign applicants in total applications to the European Patent Office (or conversely, the share of domestic
firms’ applications abroad) rose, on average, from 6% to 8% over the period. Cross-border patenting
increased in all OECD countries. Disparities and differences remain, however. Countries such as the
United States contribute more to patenting abroad (9%) than foreign firms contribute to patenting in the
United States (5%). In Canada and the United Kingdom, the situation is the reverse.

The internationalisation of R&ED has been accompanied by an increase in cross-border collabora-
tion in science and technology (Figure 31). The share of foreign co-inventors in total patenting rose
across the OECD area, from 5% in the mid-1980s to 9% eight years later. The increase was particularly
marked in Italy and in the United Kingdom. The expansion of international SET co-operation is even
more apparent in the share of scientific publications with foreign co-authors. Between 1981 and 1995-97,
the share of scientific publications with a foreign co-author more than doubled in many countries. In

Figure 30. Cross-border ownership of patents, mid-1980s and mid-1990s
As a percentage of total domestic and foreign patents applied for at the European Patent Office
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Figure 31. International co-operation in science and technology
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1995, 26% of total scientific publications in the OECD area were based on international collaboration.
However, whereas foreign co-authoring represented around a third of total output in Canada and the
four largest European countries (France, Germany, Italy, United Kingdom), co-operation remained more
limited in the United States (18%) and Japan (15%).

Recent changes in royalties and licensing fees also illustrate the increasing globalisation of knowl-
edge. Countries and firms increasingly access crucial intangible assets by “buying” them abroad. From
1985 to 1997, the value of exported and imported rights relative to GDP increased in all OECD countries
except Korea (Figure 32). The value of these payments relative to GDP more than doubled over the
period in Ireland, Italy, the United Kingdom and the United States. Growth in Portugal and Spain was
even more rapid.

Economic performance, innovation and competitiveness

Cross-country differences in economic conditions, the pace of transition to a knowledge-based
economy and the degree of networking are also reflected in differences in innovation and economic
performance. A recent OECD report (2000¢) suggests that the United States seems to have been better
able to take advantage of the potential offered by new technologies and changes in the innovation pro-
cess than most other countries. This section briefly summarises some key indicators of performance,
including productivity growth, scientific output, patenting and innovation, as well as the role of technol-
ogy in international competition.

Standards of living differ considerably and show little sign of convergence

Differences in the OECD area are partly linked to large cross-country disparities in income and pro-
ductivity levels (Figure 33). Even though levels of GDP per capita and labour productivity converged
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Figure 32. Total royalties and licence fees paid and received by country, as a percentage of GDP
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Figure 33. Levels of GDP per capita and GDP per hour worked, 1998
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Figure 34. Labour productivity growth in the business sector
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considerably over the post-war period, marked differences persist. In terms of labour productivity — GDP
per hour worked - several European countries (Belgium, France, Norway) have surpassed the United
States. However, their GDP per capita remains considerably below that of the United States, because
their labour utilisation is much lower: their employment rates are relatively low and their working hours
much shorter than those in the United States. Out of the 27 OECD countries in Figure 33, only four
(Czech Republic, Iceland, Japan, Korea) have higher levels of labour utilisation than the United States,
implying that they have higher relative levels of GDP per capita than levels of GDP per hour worked.

Recent years have seen an improvement in trend productivity growth in a limited number of OECD
countries (Scarpetta et al., 2000). In the 1980s, output per person employed grew rapidly in Finland,
Ireland, Korea and Turkey (Figure 34). Following a cyclical downturn in the early 1990s, labour produc-
tivity growth has picked up in many OECD countries (Australia, Austria, Greece, Finland, Portugal,
Sweden, United States).

Scientific output and innovation are on the rise

Increased investment in innovation and knowledge and greater networking appear to have had
some repercussions on innovative output. Both scientific output and patenting grew substantially
across the OECD area in the 1990s. The number of scientific publications is a key measure of the output
of the science system. Owing to increased scientific activity and stronger incentives for researchers to
publish, the number of journals and articles has grown steadily over the past years — more than 4% a
year from 1990 to 1995 OECD-wide. Scientific publication counts relative to population size are rela-
tively high for Nordic and English-speaking countries and for the Netherlands and Switzerland. In 1995,
more than 38% of all OECD scientific publications came from EU countries (particularly France,
Germany, United Kingdom). Another 38% were published by scientists in the United States. Japan con-
tributed about 10% (Figure 35). Some countries are clearly catching up; Greece, Korea, Mexico, Portugal,
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Figure 35. Scientific publications per 100 000 population, 1981 and 1995

[ 1981 Il 1995
100 100
0404 0 0210040404 23380.210.51000.7 8.238.21.1 6.3 0 05 0.6 2.6 38 88 4.6 25 09 09 1.9 1.6
90 AN 90
80 Share in total scientific publications in the OECD area
70
60
50
40 M
30
20
10
0
LD O S @ NI N S A SR SRR NI SR RIS R
FESFTEE Y L. P LS S E Y A &
KPS Qf‘@ Q°<\ QO \boonQ o & ¥ O @0‘2}@%@0 Q’Q}Q <&@ A2 $°§ @éb
\9+ ®<~§\ OQQ/ ées\ 0(\\
v o~

Source: National Science Foundation (1998).

Spain and Turkey have seen extremely rapid growth in scientific output over the past decade (OECD,
1999).

In terms of innovative output, as measured by the number of patents filed in different OECD areas,
the United States and Japan clearly continue to account for a large share, followed at a considerable dis-
tance by Germany, France and the United Kingdom (Figure 36). Patenting has grown rapidly over the
1990s in all OECD countries (Figure 37). In some countries, such as Korea, Mexico, New Zealand and
Spain, there is clearly some catch-up in patenting, as the annual average growth of patenting in these
countries is very high. However, patenting is also growing rapidly in some G7 countries, the United
States in particular. While legal changes that have extended patenting to areas such as software and cer-
tain business practices may account for some of the surge in patenting, there is also evidence that inno-
vation itself has become more rapid and more intense (see Chapter 3).

Technology plays a key role in competitive performance

Technological change is also affecting international competition. High- and medium-high-technology
goods now account for a growing share of manufacturing exports, particularly in Ireland, Japan and the
United States (Figure 38) and now represent almost two-thirds of total OECD manufacturing exports.

These categories of trade are also expanding the most rapidly in terms of overall exports
(Figure 39). In all OECD countries, high- and medium-high-technology exports grew more rapidly, or at
least as rapidly, as overall exports. The highest growth rates were observed in catch-up economies
(Czech Republic, Hungary, Mexico and Poland).

Technology also plays a more direct role in international competition, as illustrated by the technology
balance of payments which measures international transfers of technology, i.e. licenses, patents, know-
how, research and technical assistance. Unlike R&ED expenditure, these are payments for production-ready
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Figure 36. Share of OECD countries in patent families, grant year 1998*
By country of invention, as a % of total OECD
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Source: OECD calculations based on EPODOC and EUREG databases, European Patent Office.

Figure 37. Growth in patent applications, 1990-99, average annual growth rates (%)
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Figure 38. High- and medium-high-technology goods as a percentage of manufacturing exports, 1998
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Figure 39. Growth of exports of high- and medium-high-technology industries, 1990-98
Average annual growth rates (%)
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Figure 40. Technology payment flows as a percentage of GDP, 1985-98
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Figure 41. Technology balance of payments as a percentage of GDP, 1998
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technologies. The vast majority of these transactions correspond to operations between parent compa-
nies and affiliates, and these transfers of disembodied technology have increased notably over the past
decade (Figure 40). In volume terms, the United States is still the main net exporter of disembodied
technology in the OECD area (Figure 41). Japan has been a net exporter since 1993, while the European
Union is a net importer overall. Only three EU countries are net exporters of technology: Belgium, the
Netherlands and Sweden. Switzerland is the only non-EU European country that is a net exporter of
technology.
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NOTES

. More detail on the indicators in this chapter and on measurement issues is available in OECD (1999).
. Data for private spending on education are not available for all OECD Member countries, although private

spending is quite important in countries such as Germany, Japan and the United States.

. Secure servers have been configured to handle “secure” activity such as transactions involving payment by

credit card.

. The main aggregate used for international comparisons is gross domestic expenditure on R&D (GERD), which

comprises all of a country's R&D-related expenditures for a given year. The other is R&ED personnel, a category
often limited to researchers. These are defined as professionals engaged in the conception and creation of new
knowledge, products, processes, methods and systems and in the direct management of the projects con-
cerned. For those countries that compile data by qualification only, data on university graduates are used as a
proxy for researchers. R&D personnel data are expressed in full-time equivalent (FTE) staff engaged in R&ED
during the course of one year. The R&ED data have been compiled on the basis of the methodology of the
Frascati Manual 1993 (OECD, 1994).

. The decline in R&D intensity in Germany shown in Figure 2 is largely due to unification.
6. Guellec and loannides (1997) provide an econometric analysis of fluctuations in R&D expenditure.
7. Basic research is experimental or theoretical work undertaken primarily to acquire new knowledge of the

underlying foundation of phenomena and observable facts, without any particular application or use in view.
When there is a significant time lapse before the “results” of basic research can be applied, this is considered
long-term research whose results are sometimes utilised at a much later date and to ends not foreseen by the
initial researcher. See OECD (1999).

. “Private equity provides equity capital to enterprises not quoted on a stock market. It can be used to develop

new products and technologies, to expand working capital, to make acquisitions, or to strengthen a company’s
balance sheet. It can also resolve ownership and management issues. Venture capital is a subset of private
equity and refers to equity investments made for the launch, early development, or expansion of a business.”
European Venture Capital Association — www.evca.com.

. See www.nvca.com — news release — 3 March 2000.
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Chapter 2

SCIENCE, TECHNOLOGY AND INNOVATION POLICY
IN OECD COUNTRIES — RECENT DEVELOPMENTS

Introduction

This chapter discusses recent developments in science, technology and innovation (STI) policy
across the OECD area and examines key policy actions related to OECD recommendations taken by
Member countries.! It is based on responses to a questionnaire addressed to Member countries and
aims at more systematic sharing of information on recent policy initiatives, drivers of policy change and
the move towards better policy practices.? It may also provide a framework for a comparison of experi-
ence, an exchange of views on the effectiveness of different policies and a discussion of the interna-
tional implications of recent trends in STI policies.

Analysis of the responses shows that Austria, France, Japan, Korea, Mexico, Portugal and Spain
have undertaken large-scale initiatives to reform STI policy. Belgium, Canada, the Czech Republic,
Finland, Germany, Ireland, New Zealand, Norway, Turkey, the United Kingdom and the United States
have made efforts to strengthen their science base so as to augment its contribution to future economic
growth. Many countries are engaged in university reform and are implementing policies to strengthen
new growth areas, such as biotechnology and information technology, and taking measures to enhance
networking and co-operation within the economy. A host of other reforms are also under way.

This chapter first briefly discusses earlier OECD recommendations regarding STI policy, thus plac-
ing recent policy changes in the context of previously identified policy strengths and weaknesses. Next,
it discusses some of the broad directions of STI policies and shows that the main policy themes emerg-
ing from the analysis are fairly similar across the OECD area. Recent policy developments are then
examined in greater detail. A final section provides a brief assessment of these changes.

OECD recommendations regarding science, technology and innovation policy

Studies undertaken by the OECD and by Member countries have helped to change perceptions
about the appropriate role of government in science, technology and innovation. Innovation is more
market-driven than in the past, it is more global and has a broader variety of sources, it relies more on
interaction with science and is more widespread. Fiscal consolidation and the end of the cold war have
also significantly changed STI policies. The three main policy areas are (Department of Trade and
Industry, 1998; Chapter 3):

— Establishing the right business climate.
— Strengthening the capacity to create knowledge and to innovate.
— Promoting collaboration in the science and innovation systems.

Box 1 gives recommendations for STI policy deriving from the 1998 OECD study, Technology, Produc-
tivity and Job Creation — Best Policy Practices (TPJ).

The TPJ recommendations provide a broad framework for policy, which continues to be refined and
revised (e.g. OECD 19994; 2000a). The TPJ study discussed innovation and technology diffusion policy in
OECD Member countries, indicating strengths and weaknesses, and giving country-specific policy
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Box I. OECD recommendations regarding science, technology and innovation policy

1. Improve the management of the science base through increased flexibility in research structures and
stronger university-industry collaboration.

2. Ensure that long-term technological progress is safeguarded through adequate financing of public
research and incentives for inter-firm collaboration in pre-competitive research.

3. Raise the efficiency of financial support for RED, while removing impediments to the development of
market mechanisms for financing innovation, e.g. private venture capital.

4. Strengthen technology diffusion mechanisms by encouraging more competition in product markets
and improving the design and delivery of programmes.

5. Help reduce mismatches between demand for and supply of skills and improve the framework for
firms to adopt new organisational practices.

6. Facilitate the creation and growth of new technology-based firms by fostering greater managerial and
innovation capabilities, reducing regulatory, information and financing barriers and promoting techno-
logical entrepreneurship.

7. Promote new growth areas through regulatory reform to encourage flexible technological responses
and new entry.

8. Improve techniques and strengthen institutional mechanisms for evaluation.

9. Introduce new mechanisms to support innovation and technology diffusion, including greater use of
public/private partnerships.

10. Remove obstacles to international technology co-operation by improving transparency in terms of for-
eign access to national programmes and ensuring a reliable framework for intellectual property rights.

11. Increase co-ordination with reforms in product, labour and financial markets and in education and
training.

12. Enhance openness to international flows of goods, people and ideas and increase the absorptive
capacity of domestic economies.

13. Improve interministerial co-ordination to ensure consistency and credibility in policy formulation.

Source: OECD, 1998.

recommendations (OECD, 1998). The OECD’s Economic Development and Review Committee (EDRC)
has also made recommendations to a number of countries in the area of innovation policy. Table 1
shows the major recommendations emerging from the TPJ study and the work of the EDRC in six core
policy areas. The table illustrates the considerable diversity in policy requirements in the OECD area.

The table suggests that Canada, Denmark, Finland, Germany, the Netherlands, the United Kingdom
and the United States faced relatively few major policy challenges in 1998, a sign that their science,
technology and innovation policies were robust. Most of these countries have a strong science base and
a dynamic business sector, with a high level of innovative activity and strong diffusion of technology
both within the economy and abroad. Australia, Ireland, Norway, Sweden and Switzerland also faced a
limited number of challenges for making their innovation systems more effective.

High-income OECD economies such as Austria, Belgium, France, Italy and Japan faced more com-
prehensive policy challenges: a science system insufficiently linked to the business sector, insufficient
commercialisation of public RED, inadequate diffusion of technology across the economy and frame-
work conditions for new technology-based firms. Several low-income OECD economies — the new Mem-
ber countries as well as Greece, Portugal, Spain and Turkey — also faced important policy challenges in
1998. Aside from Korea, their RED intensity is relatively low, and the public sector often contributes the
most to R&ED (Table 2). The science system is often poorly linked to the business sector and innovative
activity is not strong. These countries are still highly dependent on technology imports, and technology
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Table 1. Major TP] and EDRC recommendations on technology and innovation policy
Stimulate Strengthen Strengthen Enhance Facilitate the growth Strengthen
technology diffusion  the evaluation and reform the efficiency of new technology- frameworks
and links between of technology the science base of incentives based firms' for policy
universities and innovation for business R&D formulation
and enterprises policies and implementation
United States X
Japan X X X X
Germany X
France X X X X X X
Italy X X X X X
United Kingdom
Canada X
Australia X
Austria X X X X
Belgium X X X X
Czech Republic X X X X
Denmark
Finland X
Greece X X X X X
Hungary X X X X
Iceland
Ireland X X
Korea X X X X X
Luxembourg
Mexico X X X X X X
Netherlands X
New Zealand
Norway X X
Poland X X X X X X
Portugal X X
Spain X X X X X X
Sweden X X
Switzerland X X X
Turkey X X X

Legend: X = Major TP] or EDRC policy recommendation.
1. This recommendation incorporates policies to foster venture capital and facilitate new business start-ups.
Source:  OECD (1998); EDRC reports.

adoption and diffusion are more important than original research. Because their innovation systems are
less developed, they face a comprehensive policy challenge. However, many also require structural
reform in other areas; reforms to the innovation system are only one element of a broader agenda.

Changes in the general policy framework

TPJ and EDRC provide a basis for examining recent policy changes. In countries where STI policies
are already quite robust, these changes are often primarily oriented towards meeting new and future
challenges or towards the fine-tuning of existing policies. In contrast, countries with identified major
weaknesses have more scope for, and are thus more likely to have engaged in, large-scale structural
reforms. The level of scientific and technological development also influences the scope for policy
changes. For example, catch-up economies such as Korea and Portugal have only recently taken major
steps to reform STI policies, as rapid economic growth has made science and technology more central
to their future economic and social development.

Questionnaire responses indicate that Austria, France, Japan, Italy, Korea, Mexico, Portugal and
Spain, which, according to the TPJ report, appeared to face comprehensive policy challenges, have
undertaken major reform efforts over the 1997-99 period. In 1999, France introduced the law on innova-
tion and research, which facilitates the transfer of public sector research to industry and the creation of
innovative enterprises. Mexico introduced the Knowledge and Innovation Project (KIP) in the same
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Table 2. Indicators of technological performance, 1999'
Gross domestic Gross domestic Business Government Business financin Government Researchers per Scientific External patent
expenditure on R&D expenditure on RED financing of RED as g financing of p and technical applications

expenditure on R&ED

as a % of OECD,

(BERD) as a % of

a % of total RED,

of R&D as a % of

business RED as a %

10 000 labour force

articles per unit of per million USD of

as a % of GDP, 1999! 1998 GDP, 1999! 1999! total RED, 1999' I BERD 1999 1998! GDP, 1995-972 GERD 19973
United States 2.8 43.7 2.2 27.6 68.5 11.8 74 23 7.5
Japan 3.1 17.8 2.2 19.3 72.6 2.1 9% 16 4.2
Germany 23 83 1.6 35.6 61.7 9.0 60 22 10.4
France 2.2 5.4 1.4 40.2 50.3 10.6 60 23 6.8
Italy 1.1 2.4 0.6 51.1 439 13.3 32 15 7.2
United Kingdom 1.8 45 1.2 31.0 473 11.6 55 36 14.1
Canada 1.6 2.4 1.0 31.2 49.2 5.3 56 33 7.9
Australia 1.6 1.4 0.7 46.0 475 2.4 67 32 9.8
Austria 1.6 0.6 0.8 43.7 52.1 9.8 34 20 8.8
Belgium 1.6 0.8 1.1 26.4 64.2 4.4 53 22 5.6
Czech Republic 13 0.3 0.8 36.8 60.2 8.2 23 12 1.7
Denmark 2.0 0.5 1.3 36.1 53.4 5.3 61 34 243
Finland 3.1 0.6 2.2 30.0 63.9 4.4 94 41 26.7
Greece 0.5 0.1 0.1 46.9 20.2 4.6 26 16 3.1
Hungary 0.7 0.1 0.3 56.2 36.1 9.4 29 14 9.4
Iceland 1.8 0.0 0.7 51.2 41.7 5.0 923 234 0.2
Ireland 1.4 0.2 1.0 22.2 69.4 5.3 51 17 8.9
Korea 25 3.3 1.8 229 72.5 438 48 7 1.9
Mexico 0.3 0.5 0.1 71.1 16.9 26.4 6 2 0.8
Netherlands 2.0 1.5 1.1 39.1 45.6 5.4 50 35 14.5
New Zealand 1.1 0.2 0.3 52.3 30.5 8.7 44 38 21.9
Norway 1.8 0.4 1.0 42.9 49.4 11.0 77 24 33.6
Poland 0.7 0.4 0.3 59.0 37.8 26.9 34 12 0.6
Portugal 0.6 0.2 0.1 68.2 21.2 9.4 27 8 0.8
Spain 0.9 1.2 0.5 38.7 49.8 6.6 37 18 4.2
Sweden 3.7 1.4 2.8 25.2 67.7 7.6 86 50 23.6
Switzerland 2.7 1.0 1.9 26.9 67.5 2.4 55 40 15.1
Turkey 0.5 0.4 0.2 53.7 41.8 2.0 8 5 1.1

1. Or latest available year.

2. Scientific and technological articles per USD billions of GDP; National Science Foundation (2000).

3. External patent applications are those made abroad by residents of a country. The patent may already be patented in the resident’s country.
4. 1995.

Source: OECD, Main Science and Technology Indicators, May 2000; National Science Foundation (2000).
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year. This project is financed by the World Bank and is designed to improve the performance of
Mexico’s innovation system, support productivity growth through effective technology policy, improve
the effectiveness of investment in knowledge, continue and consolidate support for science and decen-
tralise S&T capabilities.

The responses also indicate a change in the emphasis placed on science and technology. Most
OECD countries are clearly aware of the importance of science and technology to growth and the
achievement of key social goals. The change in emphasis is perhaps clearest in countries undertaking
major policy reforms but is evident elsewhere as well. The changes generally go in the following directions:

— A renewed commitment to public funding of scientific research. Following a period of — largely successful —
fiscal consolidation, many OECD countries are increasing budget support for science. This seems
linked to a view that investment in science is crucial to innovation and growth and that scientific
and technological progress is needed to address environmental and health issues.

— Major efforts to reform universities aim at greater autonomy, more competitive and performance-based
funding and greater emphasis on the role of universities in commercialising publicly funded
research and on regulations concerning industry-science relationships.

— The establishment of centres of excellence, often based on close co-operation between scientific institu-
tions and business. In many countries, this constitutes a break with a more egalitarian view of uni-
versities. World-class research centres are seen as crucial to the creation and diffusion of
knowledge and can act as nuclei for the formation of innovation networks and clusters.

— Greater attention to new growth areas, such as biotechnology, and to the promotion of start-up firms. Policies to
benefit from technological change [information and communications technology (ICT), biotech-
nology] are being widely implemented across the OECD area. They focus on greater scientific
and technological effort in these areas and on the development of high-technology firms and
start-ups to exploit the economic benefits of the new technologies. Measures to develop or
strengthen venture capital markets and reform regulatory structures are key elements of these
policies.

— More emphasis on networking and collaboration. The understanding that innovation depends increas-
ingly on networking is an important characteristic of recent policy developments. Research fund-
ing has become more closely linked to collaboration in research groups and science-industry
interaction and the formation of clusters are encouraged.

— Measures to increase the flexibility and mobility of researchers and scientists. University reform is accompa-
nied by greater attention to incentive structures for scientists and researchers and to policies to
enhance their mobility within the science system and between science and industry. Some coun-
tries’ policies address international mobility and the brain drain.

— Greater efforts to evaluate policy outcomes are being made and more formal and institutionalised mech-
anisms for policy evaluation are being established.

— More attention to STI issues at the highest levels of government. This is often formalised through a high-
level ministerial council for STI policy development and greater co-ordination in the area of STI.

— Increased involvement of society in policy making. Many countries are increasing their efforts to involve
society in the development of STI policies. Foresight programmes and consultative procedures
to develop long-term plans have become more common. The recent national innovation summits
in Australia and the United States represent important new initiatives.

An overview of main policy trends

The broad policy trends described above are not present in all countries. In some, there have been
few changes, sometimes because existing policies are relatively robust and well-adapted to meeting
new challenges. In other cases, the lack of policy action is linked to the timing of policy measures. For
instance, the Swedish government has several policy measures before Parliament that are due to be
implemented in 2000, but few were implemented in 1998 and 1999. In yet other cases, recent policy
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changes are driven by earlier long-term plans. For instance, Japanese STI policies are largely driven by
the Science and Technology Basic Plan, which took effect in November 1995, policies in Korea are
closely linked to the Special Law for SET Innovation enacted in 1997 and policies in Greece are closely
linked to the Operational Programme for Research and Technology (EPET II) enacted in 1994. It is there-
fore often necessary to take a long-term view when assessing policy change. A lack of policy implemen-
tation over two years does not necessarily imply a lack of attention to a particular area.

This section describes the results of the OECD questionnaire and follows its structure. It addresses
nine policy areas:

1. Reform of and support to the science base, including university reform.
. Policies to strengthen links between science and industry.

. Public support and other incentives for research and development.

. Measures to promote technology diffusion and networking.

. The promotion of technology-based firms and new growth areas.

. Policies related to human resources in science and technology.

. Measures related to globalisation.

. Policy evaluation.

O 00 N O V1T AW N

. The institutional framework for policy.

Reform of and support to the science base

Basic scientific research is the wellspring of many of the technologies that are transforming our soci-
eties, including the Internet. The long gestation period and accompanying high cost and uncertainty,
plus the difficulty most firms face in generating sufficient financial returns from basic science, points to
the need for governments to support long-term research. Support for the science system has economic
and social benefits beyond its role in increasing the stock of fundamental knowledge. Publicly funded
research develops highly skilled human resources, an essential requirement for firms wishing to
develop their research and innovation capabilities, new instruments and methods for industrial
research and an increased capacity for scientific and technological problem-solving. Other benefits
include the role scientific institutions play in forming worldwide research and innovation networks. A
sufficiently developed scientific infrastructure is often essential if countries are to benefit from the glo-
bal stock of knowledge. Another, and increasingly important, benefit stems from the science system’s
role in creating new firms, or spin-offs. To help their science system to respond better to social, eco-
nomic and environmental challenges, governments are undertaking a range of initiatives, including uni-
versity reform, creation of centres of excellence, changes in funding and in requirements for public
funding and efforts to involve stakeholders more in the setting of research priorities.

University reform

Major reform is under way in Australia, Austria, Germany, Hungary, Italy, Japan and Switzerland.
Australia’s Knowledge and Innovation: A Policy Statement on Research and Research Training (December 1999) sets
a broad agenda for reform and argues the need for a higher education research system that will allow
Australia to play a greater role as creator and transmitter of knowledge. It also seeks to enable Australia
to respond to rapid changes in the generation and application of knowledge. The reform also addresses
a number of identified problems:

— Research efforts are dispersed rather than concentrated on areas of strength.

— Research that is poorly linked to users’ needs and unable to support emerging industries ade-
quately.

— Low levels of commercialisation and spin-offs from research activity.
— Quality of the training environment for research students.
64 — Research students often lacking the skills needed by employers.
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Major changes are planned in the funding of higher education research. The framework put forward
in the policy statement gives universities incentives to focus on high-quality, nationally relevant
research, while maintaining Australia’s strengths in basic research. Universities are encouraged to work
more closely with industry and to focus on better quality research training.

In Austria, the implementation of the University Organisation Act of 1993 was completed by
31 December 1999, when it was applied to the University of Vienna. The new regime allows for a man-
agement structure with greater autonomy in budgetary, personnel and organisational matters. In addi-
tion, the University Studies Act, passed in 1997, considerably simplified the procedures for admission,
organisation of studies and forms of examination and academic degrees. A 1999 amendment allows for
shorter university courses leading to a bachelor's degree that better match labour market needs. The
University Accreditation Act of 1999 allows private and foreign universities to offer study programmes in
Austria.

The Czech Republic’s universities, formerly budgetary organisations, have become public universi-
ties. In Germany, the 1998 amendment to the Framework Act for Higher Education gives universities
considerably more autonomy. It only contains provisions that apply at national level. The amendment
cancelled detailed provisions on the structure of the higher education system, studies and study
courses, examinations, internal bodies and the organisation and administration of higher education
institutions. The Ldnder can now determine the legal status and the internal organisation of their higher
education institutions. Also, institutions are now, for the first time, allowed to recruit a certain percent-
age of applicants themselves.

In 1996-97, Hungary launched a large university integration programme in 1996-97, which is cur-
rently being implemented. It aims at more effective use of facilities and human resources and more
flexible operation of institutions. Knowledge flows between education institutions, research institutions
and companies need to be strengthened, and network building is a major goal. The process is sup-
ported by considerable budget resources and by the World Bank. The number of public higher educa-
tion institutes decreased from 51 to 18, enabling more flexible use of buildings, laboratories, sports and
language training facilities, personnel and R&D resources. Italy is also undertaking a major reform of
universities, which involves streamlining of university courses, greater autonomy, a new hiring system
for university teachers and the introduction of an evaluation system for universities. Projects submitted
for national research funds are now systematically reviewed by external referees and a committee of
national experts. This has made it possible to concentrate resources on high-quality projects and has
helped universities to compete on the basis of international standards.

A 1999 report of Japan’s University Council recommended four basic principles and concrete mea-
sures for university reform: qualitative enhancement of education and research to strengthen abilities,
greater autonomy and more flexibility in the education and research system, improvement of the struc-
ture for decision making and implementation and an effective evaluation system.

Norway is preparing a new funding system for universities and colleges, based more on research
strategy and less on student numbers. This will help to ensure funding stability for research. Grants for
long-term research are to be increased. Quality is to be rewarded and will have greater weight in alloca-
tion of public resources. University reform in Switzerland, under the Loi fédérale sur l'aide aux universités et la
coopération dans le domaine des hautes écoles, aims to create better conditions for collaboration among cantons
and the Swiss Federation. This will lead to certain organisational changes. In addition, support for uni-
versities will be linked to outcomes, such as innovative projects and links to other universities.

In the United States, the partnership between universities and the government was recently
reviewed by the National Science and Technology Council (NSTC), which found the partnership basi-
cally sound but suggested ways to strengthen it. The NSTC will issue a statement of principle in 2000 to
clarify the roles and responsibilities of the partners and to provide a framework for developing the part-
nership. It reaffirmed the importance of the link between research and education for society and the
future scientific and engineering workforce and committed itself to strengthening the link. The NSTC
will implement policies to strengthen the partnership and establish a mechanism for ongoing review.
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Creation of centres of excellence

World-class research centres play an important role in innovation networks and clusters. They help
establish a collaborative environment between industry and university researchers and provide a criti-
cal mass of people who can extend research and diffuse the resulting technology. They also act as mag-
nets for highly skilled people. Knowledge centres are increasingly needed to understand and absorb
knowledge developed abroad and develop the skills to use knowledge effectively They may also give a
country first-mover advantages. As the questionnaire results indicate, creating centres of excellence is a
major concern of policy makers.

Australia has introduced a scheme for centres of excellence, modelled on Canada’s. It will support
research requiring significant national and international collaboration. Austria’s Kplus programme con-
cerns joint-research centres in which scientific institutes and business enterprises conduct top quality
industry-related pre-competitive research. The K-ind programme promotes grouping the R&D activities
of several companies and research institutes in one place, and the K-net programme concentrates on
networking different industry and science competence nodes. In Belgium, in 1998 and 1999, the French
Community financed 35 actions de recherche concertées. Flanders finances three large technology institutes
that support basic research, technology diffusion and the formation of networks and in 1998-99 financed
51 concerted actions for more than BEF 2 billion.

In 1999, Canada increased support for its networks of centres of excellence by CAD 30 million. The
budget for 2000 provides CAD 900 million over five years for 2 000 Canada Research Chairs to attract
world-class researchers and provide opportunities for young scholars with world-class potential. The
Czech Republic launched national research centres to increase co-operation between universities and
public laboratories. Denmark’s university law has been amended to enable the establishment of
research centres involving more than one university or research institution. The Danish Ministry of
Trade and Industry is helping to establish and finance six innovation centres at universities, science
parks and technological service institutes around the country. Over 1998-2000, DKK 310 million were set
aside for establishing innovation centres. Finland also introduced a programme for centres of excel-
lence in research.

France focuses strongly on research, technology and innovation networks, involving close co-opera-
tion between public and private research laboratories, for developing new technologies that can lead to
the creation of new and innovative enterprises. Projects receive financial support from the Fund for
Technological Research (FRT); FRF 510 million have been allocated for 2000, more than half of total FRT
funding. The networks may also received funding from the National Fund for Science. Two networks
have been established: PREDIT, for innovation in transport, and RNRT, for innovation in telecommunica-
tions. Networks to be established focus, for example, on micro- and nano-technologies, genetic engi-
neering of plants and civil and urban engineering.

Greece has established five research centres over the past two years to complement and expand
the research infrastructure and address important social needs. Recent Greek policy has also focused
on reorienting and restructuring existing centres. In 1999, Hungary announced the establishment of
co-operation research centres, to be located at universities, for improving collaboration between higher
education and industry so as to concentrate knowledge and resources on developing new technologies.
The aim is to develop assets for companies and university curricula and to encourage them to reformu-
late their RED strategies.

In 1999, Korea designated 13 new university research centres as science research centres or engi-
neering research centres on the basis of their research performance. They will receive extra funding.
Norway’s Research Council is to propose the design for Norwegian centres of excellence. In 1999, Poland
created five new centres of excellence in biology, chemistry, bioengineering, medicine and basic tech-
nological problems. Portugal has changed its approach to support for research centres and institutions
for higher education, to strengthen their autonomy and their ability to attract external funding and to
create scientific employment. Funding criteria include accountability, periodic evaluation, stability and
internal organisation. In Spain, the creation of new centres of excellence has been a priority over the
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past three years. The new Cancer Institute of Salamanca and the National Cancer Centre under construc-
tion in Madrid are built in close collaboration with regional governments and local firms.

Changes in public funding and funding criteria

Public funding for research has increased in several countries over the past years. There have also
been major changes, as many governments have introduced policies to make funding more focused and
effective. Australia’s National Competitive Grants programme has two elements, Discovery and Linkage.
The first focuses on fundamental research, the second on collaboration. Block funding for support under
the Institutional Grants Scheme and the Research Training Scheme incorporates incentives for institu-
tions to attract research income from various public and private sources, for students to complete their
research, and for output of quality research publications. Austria’s federal government’s goal of a ratio of
GERD to GDP of 2.5% in 2005 was confirmed in an agreement of the two parties forming the new federal
government (February 2000) and complemented by a target of 2% by 2002. Belgium has made consider-
able efforts to increase public support for RED. Between 1997 and 1999, support for applied research
increased by 30% and 29% in Wallonia and Flanders, respectively. Including fundamental research, bud-
get support for R&ED increased by 15% and 11.5% in Wallonia and Flanders, respectively. The Flemish
research budget of the minister responsible for R&D nearly doubled, from BEF 8.8 billion to
BEF 17.4 billion.

The 1999 Canadian budget allocated CAD 150 million to the base budget of Technology Partner-
ships Canada, which partners selected firms in a cost-sharing investment approach. The private sector
provides two-thirds of the investment and stringent repayment criteria apply. On successful projects
the federal government’s investment is repayable and it also shares in upside returns. Repayment con-
ditions are negotiated on a project-by-project basis. The government also announced the introduction
of legislation to establish the Canadian Institutes of Health Research, with a budget allocation of
CAD 240 million. The 1999 budget also allocated CAD 150 million over three years to the three granting
councils, the National Research Council and Health Canada for research in the health sciences, an
increase of more than 100% in federal funding of basic health research in universities, research hospi-
tals, and non-profit organisation. Finally, the Canadian Space Agency received an allocation of
CAD 430 million over three years for strategic investments in space projects, science and technology.
The 2000 budget provides for an additional allocation of CAD 900 million to the Canadian Foundation
for Innovation. Other important priorities of the 2000 budget are CAD 160 million for Genome Canada,
CAD 100 million for the Sustainable Technology Development Fund and CAD 210 million for the
Climate Change Action Fund.

Czech policy aims to increase support for SET gradually to 0.7% of GDP in 2002, from 0.49% in 1998
and 0.51% in 1999. Public support will concentrate on long-term funding of basic research, on venture
capital and on activities for SMEs. Funding for institutions is more closely linked to a regular evaluation
of scientific objectives and results. Denmark’s government is setting up contracts with universities to
make different institutions’ priorities clearer and more concrete. There are also plans to establish inter-
disciplinary research groups involving universities, government research institutes and private compa-
nies. The government will only define broad goals, avoiding political earmarking of research and leaving
scientific objectives to the researchers.

In 1996, the Finnish government decided to increase public R&ED funding by FIM 1.5 billion
between 1997 and 1999. The additional appropriations were accompanied by measures to increase the
efficiency of support and co-operation within the innovation system and set a target of a contribution to
GDP by research of 2.9% by 1999. In fact, it reached 3.1% of GDP. Evaluation of the programme is under
way. Recent policy changes give greater weight to universities and to national technology programmes
in overall research funding. Technology funding by the Finnish National Technology Agency (TEKES)
has targeted information technology and the information society as a special area. Other recent trends
include the growing share of SMEs in public technology funding, activities aimed at the creation of busi-
ness and technology-based services and growing attention to more effective links between regional
policy and technology and innovation policy, owing to the perceived need to develop a more balanced
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innovation system, focusing on expert services and the exploitation of R&ED outcomes as well as R&ED
itself.

In 1998 and 1999, France’s Interministerial Committee on Scientific and Technological Research
(CIRST) set out the main directions of French science and technology. The main research priorities were
set in consultation with science and industry, primarily through the National Science Council. The main
priority is life sciences, particularly genome research, applied medical research, neurosciences and
research on infectious diseases. French policy also focuses on co-ordination and on opening up the
French science and research system to the world, the economy and society. There have been changes
concerning the mobility of public sector researchers and evaluation practices and ethics committees
have been introduced in major research organisations. Finally, pluri-annual research contracts with
research institutions have been introduced. The main instrument for science funding in priority areas is
the National Science Fund (FNS). It is destined for public and non-profit organisations and focuses on
emerging disciplines. High priority is given to the life sciences, which account for about 70% of the
FRF 500 million 1999 FNS budget. The management and evaluation of research organisations will also
be modernised, making significant use of external evaluators and involving foreign participation.

In Germany in 1999, the total federal budget expenditure on education and research increased by
DEM 1 billion and the budget of the Federal Ministry of Education and Research increased by
DEM 730 million. For 2000 and the following years, expenditure on education and research will increase
further. Government funding for institutions of higher education is to undergo a fundamental reorienta-
tion from non-performance-based to performance-based funding and output-oriented allocation of
resources. Account will be taken of institutions’ teaching and research performance and support for
young scientists. Progress in terms of gender equality, which is among the institutions’ missions, will
also be taken into account. Internal distribution of funds will also be governed by performance criteria
at both central and departmental level. Because the Linder are responsible for setting up and operating
the state-maintained higher education institutions, it is their responsibility to take a new approach in
their own higher education legislation in line with the Federal Framework Act. In 1999, the government
also established a new rule for public funding of R&ED projects which focuses on the use of RED results
achieved with project support and requires federal funding to concentrate on outcomes.

Greece is establishing an Operational Programme for 2000-06 to increase the competitiveness of
business firms and of the regional and national economy, to concentrate research efforts and to improve
priority setting. The emphasis has shifted from institutional to project funding. In Hungary, the national
S&T budget has started to increase following a sharp decline over much of the 1990s and is expected to
continue to grow in future. With greater involvement of the private sector in R&D funding, the share of
institutional financing will decline. In Ireland, public support for R&ED has risen substantially over the
past years, partly owing to increased EU funding. Government allocations to S&T rose to IEP 932 million
in 1999, up 5.2% over 1998. The November 1999 National Development Plan 2000-06 includes further
increases in public investment in S&T; it recognises the key role of investment in science, technology
and innovation in sustained growth and calls for allocating IEP 1.95 billion to a comprehensive pro-
gramme of investment over the period. IEP 550 million will be allocated to developing the R&D infra-
structure of institutions of higher education, IEP 381 million to industry to help establish an R&D culture
and IEP 210 million to promote networks of colleges, research organisations and agencies on the one
hand, and the business sector on the other.

In Korea, the Five-Year Plan for S&T Innovation increased government investment in R&ED from 2.8%
of the budget in 1997 to 3.6% in 1998 and 3.7% in 1999. The original goal of 5% was not met owing to the
recent financial crisis in Asia. The plan was adjusted in December 1999 to strengthen the focus on the
transition to a knowledge-based economy and to modify some priorities for public funding. These
include knowledge-intensive industries, such as IT and biotechnology, future-oriented areas of science,
a new post-graduate university programme (Brain Korea 21) and regional S&T activities. The fund for
Basic Scientific Research has been reduced from the KRW 300 billion initially planned to
KRW 160 billion, and research fellowships for foreign scientists have been limited as well.
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Mexico introduced a law to enhance and promote science and technology in 1999. It provides addi-
tional budgetary flexibility for research centres that sign a performance agreement, allows for better
co-ordination of the federal S&T budget, creates a national S&T database and establishes a board of
representatives of the scientific and business communities to advise the executive on S&T policies and
programmes.

The Dutch government’s concerns about research will lead to reinforcement of individual responsi-
bilities in the research system. Greater autonomy requires that organisations give crystal-clear account-
ing so that the research system becomes more transparent. This also implies a lessening of the red tape
that keeps researchers from their research. The so-called Innovative Incentive Scheme, launched in
2000, is designed to attract brilliant young researchers to carry out free and innovative basic research. It
is co-funded by the ministry, the Netherlands Organisation for Scientific Research (NWO - the Dutch
research council) and the universities. Funding is expected to rise from NLG 30 million in 2000 to
NLG 75 million in 2004.

New Zealand is to consider increased funding for research and regulatory changes to encourage
greater private investment. Basic research has received strong support in the past few years,
e.g. support for the Marsden Fund and the introduction of the New Economy Research Fund (NERF).
The NEREF is to fund basic research likely to develop capability and knowledge in areas where indus-
tries are yet to emerge, so as to expand the knowledge base (ideas and people) and underpin new
business development. Areas of research concerned include biotechnology, advanced materials and
information technology. New Zealand has also introduced greater contestability for basic research fund-
ing over the past years.

Norway has set R&ED as a national priority and aims to achieve average OECD R&D intensity by
2005. Long-term fundamental research is a key priority. Higher public spending is to come from
increased budget allocations and from returns on a fund for research and innovation, financed through
the sale of state shares, which was introduced in July 1999. The fund currently has a capital base of
NOK 3 billion and is regarded as a long-term financing mechanism, which can help realise government
goals and safeguard long-term research. Funding priorities include marine research, ICT, medical and
healthcare research and research on the intersection between energy and environment.

In Poland, the statutory funding of state-controlled research institutions will in principle be based
on a combination of performance and cost criteria as of 2000. These include numbers of publications
recorded in the ISI Citation Index, numbers of patent applications, cost factors for the relevant disci-
pline and numbers of researchers involved in statutory research activities. In addition, the new Act on
the State Committee for Scientific Research states that any research institution with sufficient scientific
potential, including private ones, can draw on funding from the state budget.

In Portugal, the share of the budget allocated to S&T has doubled, from 1.08% in 1988 to 2.08% in
1999. The increase has been particularly marked since 1995 partly owing to the EC Community Support
Framework, which has funded S&T programmes since 1990 (CIENCIA and PRAXIS XXI). The EC has pro-
vided funding for competitive projects, through the Foundation for Science and Technology, and direct
support for research centres, through the Pluri-annual Programme. All proposals submitted for funding
are examined by panels mainly composed of scientists from foreign institutions. Key criteria include the
quality of previous research, availability of the team and involvement of young researchers. In Spain,
public appropriations for SET increased from ESP 192 billion in 1996 to ESP 460 billion in 1999, mostly
as a result of loans to companies for research, technology and product development.

In Sweden, the 1998 government bill on research issues stated that the government should have
special responsibility for basic research, education for research and safeguarding the autonomy of
research. However, the government should also promote mission-oriented research to support devel-
opment in sectors where research is very important and public funding is legitimate. Two public com-
missions have recently investigated the future structure of the RED funding system, and government
proposals on research and industrial policy should be made in the course of 2000.

Turkish SET policy is driven by a plan for 1993-2003 adopted by the Supreme Council for Science
and Technology. The plan aims to upgrade Turkey's S&ET capability and sets ambitious goals for 2003,
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including an intensity of GERD to GDP of 1% (0.5% in 1992), a doubling of the number of researchers in
the labour force, a greater contribution of business expenditure to overall RED (30%, up from 24% in
1992) and a higher ranking in terms of science output.

The UK government finances R&ED performed by universities and research councils, the National
Health Service and government departments. In partnership with the Wellcome Trust, it will spend an
extra GBP 1.4 billion over 1999-2001 to modernise the infrastructure and equipment of the UK science
base, with a view to increasing their economic value. Net government expenditure on RED is planned
to increase in real terms, year on year, for the next three years at least. The Innovation Budget will
increase by more than 20% to finance activities and schemes to build STI capacity and transfer knowl-
edge.

In the United States, following the President’s request, Congress approved USD 83.3 billion in fed-
eral support to RED for 2000, a 5% increase over 1999, and substantially above the President’s request.
Non-defence research increased by 7.1% over 1999 to USD 40.9 billion, most of it for the National Insti-
tutes of Health (NIH), and defence research increased by 3.1%, to USD 42.5 billion. Health-related R&D
(USD 18.7 billion) and energy R&D (USD 1.3 billion) are clear priorities, rising by 14.1% and 9.3%,
respectively. Basic research is expected to reach USD 19.1 billion in 2000, a 10.6% increase. Most of the
increases go to life sciences and medical research, and the NIH now accounts for more than half of total
federal support for basic research. Information technology is also a high priority. The administration
proposed a USD 366 million initiative, Information Technology for the 21st Century, and IT-related fun-
damental research will receive an increase of USD 235 million in 2000.

The United States’ proposed R&ED budget for 2001 continues the trend towards higher federal sup-
port (Office of Management and Budget, 2000) with civilian R&ED up 6% over 2000, basic research
increasing to USD 20.3 billion, up by 7%, and university-based research increasing by 8%
(USD 1.3 billion). The budget includes the Science and Technology Initiative, a USD 2.9 billion proposal
that addresses three goals: funding to maintain US leadership in S&T, funding innovation to maintain
future prosperity and restoring the balance between investment in biomedical research and other R&D.
The initiative is part of the 21st Century Research Fund, which will grow by 7% in 2001 to
USD 42.9 billion. Important budget priorities are greater support for nanotechnology, information tech-
nology, clean energy and climate change.

The United States is also considering ways to streamline the system of federal laboratories. A 1999
report of the NSTC made six proposals for improving scientific and technical quality, cost-effectiveness,
responsiveness and utilisation of the system. They include making personnel policies more flexible and
conducive to a high-calibre S&T workforce, introducing incentives to reward laboratories for reducing
unneeded infrastructure, and introducing systems and administrative programmes that can improve
productivity. The NSTC also recommended forming interagency working groups, where needed, and will
introduce a mechanism to increase awareness of laboratories’ competencies and capabilities. Finally,
the report indicated that multi-year funding commitments would be desirable to improve the manage-
ment and conduct of multi-year research projects.

Involving stakeholders

The implication of civil society in the design and implementation of STI policies is a growing policy
concern, notably in areas dealing with new technological developments that may have strong social and
environmental impacts. Effective representation of the various stakeholders in the decision-making
process is thus a common concern. Many countries use “foresight studies” to achieve more coherent
S&T policy and to identify future demands and challenges. Such studies are also useful for linking SET
policy to economic and social needs, and can help reduce the technological uncertainty that many firms
face and which may limit their investment in modern technologies. Belgium, Hungary, Ireland, Mexico,
New Zealand and Sweden have introduced foresight initiatives over the past years. The recent Delphi
Report Austria involved over 2 500 experts from business, academia and the social partners.

Belgium has launched two different foresight initiatives. The first, at regional level, is basically
aimed at defining a methodological framework that will enable better understanding of the future path
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of scientific and technological developments and will support the design of regional innovation poli-
cies. The second, at federal level, aims to provide an inventory of future social developments for which
science and technology must help to find solutions and remedies.

Ireland’s first Technology Foresight initiative was launched in March 1998. The findings were
reported in a range of studies in April 1999. Scientists, engineers, business people, government officials
and others came together in an attempt to identify the areas of strategic research and emerging tech-
nologies likely to yield the greatest economic and social benefits. The study recommended the estab-
lishment of a Technology Foresight Fund to develop research excellence, and this led to the launch in
March 2000 of a IEP 560 million fund which will be used to establish Ireland as a location for world-class
research excellence in niche areas of ICT and biotechnology. A foundation will be established to evalu-
ate research projects and manage and allocate funding. The Irish Council for Science, Technology and
Innovation uses task forces involving stakeholders when carrying out its advisory tasks in the area of
S&T policy.

In the Netherlands, the social responsibility of the research system and researchers is a focus of the
2000 Science Budget. The Minister of Education, Culture and Science and the Minister of Economic
Affairs will publish a White Paper on improving public understanding of science and technology.
Because of the enormous impact of ICT on society, programmes to chart the effects have been under-
taken. The Infodrome programme, set up under the State Secretary of Culture, considers government
policy for the information society.

New Zealand also undertook a major foresight project to develop a shared sense of the knowledge,
skills, technologies and competencies the country would require. The multi-stage process began with
the establishment of a framework and strategic overview. Next came a consultation process in which
140 groups, including from health, horticulture, culture and heritage, information technology, animal
products and the plastics industry, submitted sector strategies. The third phase was production and
release of a high-level policy document detailing the government'’s priorities for investment in science.
The document offered guidelines and emphasised obtaining results from public investment in science
rather than the administration of the funds through a detailed rationing process. The document, enti-
tled Blueprint for Change, provided:

— A structure for focusing public spending on science on broad goals.
— Stewardship expectations for agencies managing public science funds.

— A well-rounded approach to S&T research based on goals of innovation, economic prosperity and
environmental and social well-being.

Denmark is seeking to involve stakeholders at local level — politicians and heads of hospitals — in
establishing research priorities and securing funding, given that local hospitals currently have little
incentive and few obligations to engage in research. In Norway, the recent report to Parliament on
research policy has served as a focus for greater involvement of stakeholders in shaping research policy.
The Norwegian Board of Technology, established in 1999, works to increase public understanding of sci-
ence and technology; it will initiate studies on the potential and consequences of new technologies and
should stimulate public debate on such issues.

In Portugal, the government launched a nation-wide consultation on how science and technology
should evolve. The consultation was based on a White Paper for S&T and took place via public debate
around the country and a Web-based forum. Public and private research centres, individual researchers,
public authorities and private industry were asked to comment on needs and opportunities. The
debate centred on questions of public interest on which S&ET can intervene, opportunities to strengthen
national S&T capabilities, innovation and technological development policies, the promotion of scien-
tific culture, the future of scientific employment, new scientific institutions and the internationalisation
of SET. The White Paper’s main conclusions formed the basis for a Scientific and Technological Develop-
ment Programme (2000-06), already approved by the government. The programme continues many past
policies, but also contains concrete measures to be implemented over the next seven years.
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In Spain, the process of setting research priorities in the National Plan for Scientific Research, Tech-
nological Development and Innovation (2000-03) lasted over 18 months. It involved participation of
stakeholders at three levels: S&ET knowledge users and producers, government officials to define policy
strategies and priorities and regional government representatives to ensure regional coherence. All of
these stakeholders will be represented in advisory committees for follow-up and assessment of the
National Plan. The United Kingdom has launched a new round of foresight which seeks to link govern-
ment, science and business to identify new market opportunities and to address issues such as educa-
tion, skills and training and sustainable development.

Strengthening industry-science links>

Innovation and economic growth are increasingly underpinned by intensive collaboration between
the science system and industry. An effective industry-science interface is necessary to reap broader
economic and social benefits from investments in public research but also contributes to the vitality
and quality of the science system itself. However, in most countries, there are important obstacles to
fruitful public and private collaboration in research and innovation. This section looks at recent or ongo-
ing regulatory reform concerning” technology transfer and research collaboration, including foreign
access, financing of collaborative research, access by industry to the public research infrastructure and
access of SMEs to the public sector research.

Technology transfer and research collaboration — the role of intellectual property rights

The United States was a pioneer in adapting its intellectual property rights (IPR) regime to meet
the changing requirements of public/private co-operation. The US Bayh-Dole Act of 1980 allows contract
partners, including university researchers, to claim IPR arising from federally funded R&D, and requires
universities engaged in federally funded research to share royalties with inventors. In other Member
countries, the ownership of IPR generally belongs to funding body but contract partners increasingly
have, de jure or de facto, the possibility to claim IPR and/or share royalty revenues.

In Australia, the Intellectual Property and Competition Review (IPCR) was established under the
Competition Principles Agreement. The IPCR inquires into and reports on the effects of Australia’s intel-
lectual property (IP) laws on competition. It will examine whether this legislation meets the needs of
business and consumers. In the Austrian public sector, the government owns the rights to research
results but returns them to the researcher. In Flanders (Belgium), universities can claim the IPR for intra-
mural research, even when it was funded by the private sector. In Wallonia (Belgium), the IPR regime
has recently been reformed, so that public sector rights are transferred from the government to the uni-
versity.

In 1999, the Danish parliament adopted a new Act on Inventions in Public Research. Public research
institutions — like private enterprises — are now entitled to claim IPR for their employees’ inventions.
IPR revenue should be shared between the inventors and the institution, thereby giving all parties an
incentive to generate and exploit scientific findings. The institutions must have a professional organisa-
tion evaluate new inventions and negotiate IPR contracts with industrial partners. The new act does not
propose a specific organisational model. Some universities have established units for technology liai-
son, while others have joined forces with local science parks in building the necessary competence.

In Finland, university researchers own the IPR for their inventions, but the Academy of Finland
owns those of its researchers, although it returns them to the researcher at the time of patent applica-
tion. In France, ownership seems to be defined case by case, and co-ownership is often negotiated.
Germany has instituted new rules for BMBF grant awards. They require that those who obtain research
results through BMBF funding must apply for the IPR and commercialise the results themselves, but
they enjoy exclusive IPR, including the income from licensing.

In Hungary, while IPR arising from “pre-programmed, planned” work in the public sector belong to
the research institution, the researcher can claim IPR arising from a “by-product” of the research results.
Italy distinguishes between IPR and “industrial property” in which case, the IPR belong to the inventor.
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In Iceland, an employee of the University of Iceland can claim the IPR of research results. In Japanese
national universities, the researcher owns the IPR for research done. In Korea, they belong to the gov-
ernment until the contract is completed, at which time they are transferred to the contractor, normally a
public research institute. In Norway, while IPR arising from research activities undertaken in a public
research institute belong normally to the institution, “professional teachers and researchers” in univer-
sities and colleges can claim full ownership of their discoveries. This is also the case in German univer-
sities. In some public research institutions, IPR are divided between the institution and the researcher
(Belgium, Norway). At Flemish universities, the IPR belong to the universities, which have to give a “rea-
sonable” share to the researchers. This has also been the rule in Japanese national research institutes,
but from FY 1999, the inventor will be allowed to retain the IPR for inventions made with government
funding.

Royalty revenues are commonly shared between researchers and their institution, but in some
cases the division or unit in which the research was conducted also benefits. The normal practice in
Australia is one-third to each of these parties. In France, under new rules instituted in 1996, 25% goes to
the inventor, 25% to the laboratory and 50% to the institution. In Japanese national universities, profes-
sors obtain income from the IPR they own, and in national research institutes the income is shared
according to proprietary shares. However, in the Netherlands, the public research institute owns the IPR
resulting from research and benefits exclusively from any revenues.

Protection and legal defence of IPR is normally the responsibility of the IPR owner. In Austria, the
Innovation Agency can give the inventor advance financing for patent applications. In Japan, national
university professors can use the Technology Licensing Organisation to cover the costs associated with
protecting their intellectual property. Finnish universities provide some legal support and other forms
of help for their researchers in questions of patenting and other IPR.

Austria is preparing to reform regulations governing the exploitation of intellectual property cre-
ated in public research institutions. In Finland, a Ministry of Education committee has recently recom-
mended that universities be given more responsibility in commercialising their research results. In
Germany, reform is in progress concerning IPR resulting from research supported by BMBF in govern-
ment institutes. Iceland plans to review the poor performance of research institutions and universities
in terms of IPR applications. Norway will assess IPR regulations in the near future.

The financing of public-private interaction

The development of industry-science relationships requires innovation in the financing of public/
private partnerships, including equity investments by the public sector, cost- and risk-sharing arrange-
ments and third-party involvement. Equity investments by public research institutes and universities
are allowed in many countries, e.g. in France since 1982 (including the formation of subcontracting firms
for public research institutes), but are hindered in others by regulatory barriers or the lack of such a tra-
dition. In the United States, universities and public research institutes can make equity investments in
industry; the rules limiting such investment are determined on an institution-by-institution basis.

In Germany and Italy, equity investments in industry by public research institutes and universities
are explicitly prohibited on the grounds that these are non-profit bodies. Germany is considering ways
to permit participating interest in start-ups or joint ventures. Participation by government-funded
research institutions has been limited to isolated cases and requires approval by the supervisory min-
istry owing to competition and budget law as well as to the EU aid framework. In individual cases, gov-
ernment-funded research institutions may acquire minority holdings of no more than 25% for limited
periods. Alternatives are being developed, such as options on participating interest, participation cer-
tificates or subscription rights to stock options. These would make possible intensive exchange
between research and industry, particularly when combined with conventional forms of exploitation
such as license agreements. In Italy, public research institutes and universities can participate in the
form of consortium societies in the creation of new high-technology industries.

In Japan, the regulatory framework is also quite restrictive since government organisations and
related agencies can invest in private companies only if they are “in charge of finance”. In Austria, there
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are no explicit provisions regarding universities’ investments in enterprises, but for other public
research institutions this “could be conceivable”. In Norway, there is no tradition of public institutes
and universities making equity investment in industry, and in principle public institutions are not
allowed to make equity investments. The only way they can do so is to get approval from the responsi-
ble ministry. Such permission is also required in Hungary, but in practice equity investments are gener-
ally allowed.

For collaborative research, many countries explicitly or implicitly require matching fund arrange-
ments [Austria, Iceland, Korea, Mexico, Norway and Australia’s SPIRT (Strategic Partnerships with Indus-
try — Research and Training scheme]. In Korea, the government takes a 70% share in collaborative
research with SMEs. In Norway, industrial participation is 35-40%. The Netherlands is implementing a
more competitive programme of government funding for the large technological institutes. A certain
share of government funding has to be co-funded by industry to ensure that the institute’s work takes a
direction of interest to companies. Greece encourages enterprises to subcontract part of their R&ED to
research institutions, under the assumption that the results of R&ED are likely to be exploited more
effectively when potential users participate in the conception and execution of projects. The US Experi-
mental Program to Stimulate Competitive Technology (EPSCoT) is a matching grant programme to sup-
port technology development and diffusion in eligible states on the basis of public-private
partnerships.

Partnerships or co-operation with financial institutions are a new phenomenon in most countries.
For example, in Belgium (Flanders) and in France it is only recently that universities can have “seed
capital funds” that make equity investments, usually in co-operation with banks or venture capitalists.
The Walloon Region in Belgium is taking measures to help finance research spin-offs, through the FIRST
programme. Mexico’s Knowledge and Innovation Project (KIP) has a component for increasing enter-
prise investment in S&T through stronger links with research institutions. It also aims to improve the
impact of academic institutions on firm-level innovation and productivity through training of skilled
human resources and provision of services and R&D and to promote the creation of public goods
through the spill-over effects of increased investment in RED. The programme focuses on the creation
and strengthening of bridge institutions, thus facilitating the interaction of the academic and private
sectors. Since 1996, Portugal’s Innovation Agency has funded two programmes aimed at joint R&ED
projects between business and research institutions.

Several countries are planning significant changes in the way the public and private sectors
co-operate in financing research and innovation. For example, the Polish government has decided to
give universities more financial autonomy and is discussing the implications of the new Basis for the
State Innovative Policy that touch on financing issues. Australia’s policy document, New Knowledge — New
Opportunities, recommends reforming the university research financing system to improve incentives for
universities to attract research funds from industry.

Use of the public research infrastructure

In general, barriers to access to and use of public research infrastructure are quite low. Most gov-
ernments are in fact concerned by insufficient use of this infrastructure ( e.g. an explicit objective of the
new Mexican law is to increase its use). In France, access had been limited, but the new innovation law
of 1999 allows the use of public infrastructure for a limited period, subject to assessment and compen-
sation under conditions to be defined by a forthcoming regulation.

The form and beneficiaries of compensation vary. In Germany, compensation benefits the institu-
tion or university owning the infrastructure. In 1997, Greece launched a scheme to encourage joint use
of expensive instruments by the private sector. In Norway, the private sector must pay to use the public
research infrastructure. In Japan, since 1998, rent can be reduced by up to 50% when a private company
builds a joint research establishment on the site of a national university or a national research institute.
Japan also aims to increase co-operation among industry, universities and national research institutes
through promotion of joint research and joint utilisation of R&D facilities. Providing state-of-the-art,
advanced R&D facilities for joint use is important for promoting exchange and for efficient use of the
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facilities. The establishment of centres for co - operative research at national universities aims to
strengthen linkages with enterprises.

In the United States, private access to public research infrastructure is mainly regulated by
co-operative research and development agreements (CRADA). These partnerships are subject to con-
flict of interest rules, which the partners must follow. The rules include according preference to small
business and to business units located in the United States that plan to use innovations arising from
collaborative research to be manufactured mostly within the United States. When there are foreign part-
ners, consideration is taken of whether their governments allow US partners to enter into co-operative
R&D or licensing agreements in their country.

Special provisions for SMEs

Under the Bayh-Dole Act of 1980, when a US university or federal laboratory licenses an invention,
it is required to give preference to small firms. In addition, the Small Business Innovation Development
Act of 1982 requires that federal agencies set aside special funding for relevant small business R&D.
The Small Business Innovation Research (SBIR) programme encourages the growth of small high-technology
firms through a “tax” on the research budgets of certain federal agencies, in order to provide funding on
a competitive basis to small businesses. The companion programme of SBIR, the Small Business Tech-
nology Transfer (STTR) programme, involves small businesses in federal RED and in the commercialisa-
tion of their innovative technologies, by requiring the inclusion of a small business in proposals for
CRADAs.

In many other countries, earlier regulations generally did not give SMEs special consideration, but
new regulations pay more attention to benefiting them. In Germany, new regulations on BMBF-funded
projects strengthen the position of SMEs for obtaining funding and for the commercialisation of
research results. The French Ministry of Education, Research and Technology and Mexico’s CONACYT
and SECOFI have adopted the same approach in new support measures. In Italy, technology transfer
regulations have been reformed to benefit SMEs.

Not all countries have adopted means of facilitating the participation of SMEs in industry-science
relationships, but most have schemes or programmes in which promotion of technology transfer to
SMEs is a primary or secondary objective. France has technology partnership and technology diffusion
schemes that facilitate technology transfer from public research institutes to SMEs. In Japan, the semi-
governmental agency, Small and Medium Enterprise Corporation, provides a research fund for collabo-
rative research between SMEs, government research institutes and universities. Norway has several
special programmes to promote technology transfer and commercialisation of research through SMEs.
But an evaluation of SME schemes has concluded that further support for SMEs is needed, especially to
help them network with knowledge communities. In Korea, SMEs fund less of a project when participat-
ing in collaborative research.

In Australia, the Core Start Programme of the RED Start Programme is specially targeted at SMEs
and provides up to 50% of research project costs through grants and loans. In Austria, the 1998 SME Pro-
motion Act takes a large step towards facilitating financing of innovation by SMEs by raising the amount
of loan guarantees for SMEs. France has established a number of funds as well as technology incubator
schemes to stimulate innovation in high technology in SMEs. Germany’s federal and Linder govern-
ments have programmes which award grants, provide partial funding or grant subsidised loans to SMEs
for financing research and innovation. They also support the creation of new SMEs. The Japanese Small
Business Innovation Research Programme of 1998 covers the cost of starting up an SME based on
research results from the programme by investing in the company. In order to facilitate the enrichment
of equity capital of venture businesses, the Limited Partnership Act for Venture Capital Investment of
November 1998 facilitates increasing the equity of venture businesses. In the Netherlands, the WBSO
tax-credit scheme for RED has a tariff structure that is advantageous to SMEs. Poland is also preparing
new measures to support technological development in SMEs, including financing the employment of
young post-doctoral researchers.
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Incentives and support for R&D

Public support to promote R&ED and innovation is an important component of economic policy in
the OECD area. While public support for RED in the private sector is channelled through a variety of
support schemes, they fall into two main categories: indirect and direct support (see Chapter 6). The
former, in the form of RED tax incentives, is generally the preferred instrument for reaching all R&D-
performing firms. The latter is more useful when governments wish to be selective with respect to the
type of R&ED, the technological areas or the nature of public/private partnerships.

Direct government intervention can also be effective when market failures create gaps between
private and social returns to R&D that are too wide to be corrected by tax incentives or when defective
linkages between industry and the public research sector diminish both private and social returns to
certain types of R&D. In these cases, however, the support measures should seek to maximise social
benefits without generating market distortions greater than the failures they aim to address. Five areas
are discussed below: changes to the tax treatment of R&D, changes in direct support for RED, measures
to establish public-private partnerships in R&D, measures to enhance the efficiency of R&ED support
and policies to broaden R&D support to cover innovation.

Changes in the tax treatment of R&ED

In 1999 and 2000, a number of countries have introduced new R&D tax incentives or significantly
modified existing provisions. In Australia, the government has recently refocused the R&D Tax Conces-
sion to strengthen commercial RED. Austria’s Tax Reform Act 2000 substantially increases tax incentives
for RED, increasing the allowance for research expenditures in connection with “economically valuable”
inventions from 18% to 25% and that for additional research expenditures (over and above a moving
average of the expenditure over the previous three years) to 35%. Belgium offers a fiscal deduction (up
to BEF 800 000) for firms hiring additional researchers, highly qualified researchers or persons who can
help develop the economy’s technological potential. In addition, universities and some other scientific
institutions can use part of their normal social security payments to hire additional researchers.

France's 1999 Law on Innovation and Research liberalised the scheme for company founders’ share
warrants and broadened the coverage of the innovation investment fund, which offers tax incentives to
attract personal savings for investment in innovative companies. In addition, the law on research tax
credits has been modified, and the operating costs rate, set according to staff costs, for companies
employing a young doctorate holder has been increased to 100%. This complements the change in the
1999 Finance Bill, that made the tax credit immediately reimbursable.

Japan's Tax Deduction on Experimental and Research Expense Increments scheme was greatly
expanded in 1999. In Korea, several changes were made to the tax treatment of R&ED expenditure. In
Mexico, the Income Law was amended in 1999 to allow for tax breaks and incentives to private persons
and institutions that spend incrementally on technology and innovation, but each request for fiscal sup-
port has to be approved by a committee chaired by the Ministry of Finance. The Netherlands is intro-
ducing new tax incentives to stimulate research by developing an integrated enterprise package in
combination with the reform of the tax system and the amendment of the Research and Development
Allowances Act (WBSO). The level of the allowance against wage tax and social insurance contributions
for R&D work previously depended on take-up of the scheme but will now be set in advance, thus elim-
inating uncertainty about the government’s contribution, which constitutes a particular obstacle for
SMEs’ R&D planning. Percentages will be set annually in the budget. In New Zealand, tax treatment of
R&D is under discussion. Norway is considering new measures to stimulate private RED, including tax
credits. Poland has maintained the tax exemption for RED in its more restrictive tax regulation imple-
mented as of 1 January 2000. Portugal approved tax incentives for R&D activities in 1997.

Spain has introduced several changes in the Corporation Tax Law. The main changes are:

— The percentage that can be deducted has risen from 20% to 30%. The deduction for expenses
above the average of the previous two financial years has been increased from 40% to 50%.
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— There is an additional 10% deduction for the costs of research personnel and for projects con-
tracted with universities, public laboratories, and technological centres.

— The joint limit of deductions has been raised to 45% of the quota in the financial year, when the
deduction for R&ED exceeds 10% of the quota.

— The concept of RED is broadened to allow deductions for advanced software, prototype devel-
opment and demonstration models.

— Certain deductions are now permitted for expenditure on technological innovation.

The UK government announced a new R&ED tax credit targeted at SMEs to take effect as of April 2000
which increases the 100% relief for R&ED to 150%. This will reduce the cost of R&D by 30% for profitable
SMEs. The credit will also be extended to tax-exhausted SMEs; their cash cost of R&D will be reduced
by 24% (if the relief is taken up front).

Changes in direct RED support

Australia’s R&D Start programme has been expanded and now has wider eligibility. It aims for com-
mercialisation and focuses on collaborative research. In 1999, Canada announced legislation to estab-
lish the Canadian Institutes of Health Research, and the 1999 budget increased federal funding of basic
research for health sciences by more than 100%. Also in 1999, Iceland launched the first government-
sponsored technological programme specifically aimed at promoting RED and exploiting results of
research in information technology and environmental research. Germany decided to continue the FUTOUR
programme, which supports technology-oriented start-ups on the basis of highly innovative R&D
projects, for the period 2000-03. The support includes expert advice for the founder, a subsidy from the
German government and direct investment capital provided by a technology holding company.

Turkey is revising the regulations for its RED assistance programme to industrial companies,
enlarging its scope to cover the services sector and agriculture. It will also encourage public and private
firms to invest more in R&ED and facilitate bureaucratic procedures. Direct RED support under the pro-
gramme has increased and there are more possibilities for joint projects. From 1999, Turkey’s Industrial
Technology Project supports the upgrading of technological activities by the private sector. The core
activity is the co-financing of product and process innovation in private firms, with an emphasis on
SMEs, and the promotion of linkages between national R&ED institutions and industry.

Measures to establish public/private RED partnerships

The PROgramm INNOvationskompetenz in Germany, launched in 1999, is specifically intended to
promote co-operation on projects by SMEs among themselves or with research institutes at home or
abroad. SMEs are free to choose technology fields, type of co-operation and co-operation partner. In
Greece, the government aimed for the business sector to contribute 30% of economy-wide RED by the
end of 1999, and a broad range of schemes encourages business RED. In 1999, Hungary started a pro-
gramme to create research centres, either as independent business ventures or as an independent unit
within a business, to be responsible for the domestic development and introduction of advanced tech-
nologies. The programme provides maximum support of 25% of the overall cost of investment. Korea
has established a programme to create joint research centres among industry, universities and research
institutions as a means of promoting public-private RED partnerships. In the Netherlands, a more com-
petitive programme of government funding is being put in place for the large technological institutes in
order to increase public-private partnerships. A certain share of government funding has to be
co-funded by industry to ensure that knowledge developed in the institutes takes a direction that is rel-
evant to companies. In the United States, the Advanced Technology Program (ATP) applies strict cost-
sharing rules in its effort to accelerate the development of high-risk technologies that promise signifi-
cant commercial pay-off and benefits for the economy.

Other programmes are currently under discussion. Denmark is planning to create a new instrument
for public-private partnerships in interdisciplinary research groups involving universities, government

© OECD 2000

il



OECD Science, Technology and Industry Outlook 2000

L7

research institutes and private firms. In Poland, the Act on the State Committee for Scientific Research
is being amended to give public-private partnerships a much better fiscal context.

Measures to increase the effectiveness of R&ED support

Italy’s Applied Research Fund was modified in 1997 to improve the efficiency of its procedures. It
now has a co-financing mechanism so that the cost of an R&D project is shared with the applicant firm.
This allows greater leverage of public resources and gives the firm more responsibility. A similar
co-financing mechanism was introduced into the 1997 law on national research programmes which aims
to develop strategic technologies through research contracts with enterprises and consortia.

In terms of efficient administrative procedures for R&ED support, Australia has recently introduced
amendments to its RED tax concession. It reduces firms’ compliance costs by streamlining registration
and location requirements. Korea has introduced competition into government funding for RED. Previ-
ously, preference was given to government RED institutions, but universities and private R&ED organisa-
tions now have equal access.

Technology diffusion and networking

New technologies and innovative concepts now have a wider variety of sources, most of them out-
side the direct control of firms. The range of technologies required for innovation has also expanded as
firms have moved closer to the scientific frontier. In addition, the costs and risks of innovation have
increased, so that firms must increasingly co-operate to share costs in bringing innovative products and
services to the market and to reduce uncertainty. Such links also help to diffuse technology and knowl-
edge across the economy. To stimulate technology diffusion and network formation, governments have
a range of policy options at their disposal. The main options emerging from the OECD questionnaire are
discussed below. They include policies for commercialisation and technology diffusion, increasingly in
the form of public-private partnerships, policies for cluster formation and changes in competition policy
to enable networking and co-operation. Other policies related to networking, such as science-industry
links and the formation of centres of excellence, are discussed elsewhere.

Commercialisation of public sector research

In Australia, the Commercialising Emerging Technologies (COMET) programme was introduced in
November 1999 to support individuals, firms and spin-off companies from public research institutions.
It provides tailored assistance for commercialisation, focusing support on areas such as strategic busi-
ness planning, intellectual property strategies, market research and working prototypes. In addition, it
provides assistance for applicants who require management training related to innovative practices and
the financial management of commercialisation. In Belgium, the regions have increased their support
for university units involved in patenting. Flanders has established several funds to facilitate access to
financing for innovation projects and actively promotes the commercialisation of RED through a number
of institutions. The Walloon Region covers the costs of legal protection linked to patent applications. In
Finland, increased attention to commercialisation is linked to greater public investment in R&D; public
interest in and expectations about the outcomes and effectiveness of STI policy have increased.

France's recent Law on Innovation and Research has several measures in support of commercialisa-
tion. Higher education and research establishments can now set up incubators for new companies. They
can also offer industrial and commercial business services for managing their research contracts with the
private sector or with public-sector institutions. More flexible budgetary and accounting mechanisms
have been established to implement these measures.

Germany established new rules for public funding in 1999 which are now in force for all parts of the
government that support R&ED. The aim is to increase Germany'’s attractiveness for potential innovators
and investors, respond to the challenges of a global economy, secure public interest and strengthen the
process from invention to innovation. In practice, federal funding will be concentrated on the use of
RE&D results. Applicants must submit utilisation plans that include outcome-related forecasts and will

© OECD 2000



Science, Technology and Innovation Policy in OECD Countries — Recent Developments

be granted exclusive right of use. The government will also provide grants towards patenting costs
based on funding rates for SMEs and non-profit organisations and will replace traditional administrative
practice by quality control of output. Foreign innovators and investors will be able to exploit and dis-
tribute the results of projects.

In 1999, Ireland’s Forfas recommended a range of measures to optimise the commercial exploita-
tion of outputs of publicly funded research, including development of a database of research results
from public research accessible to firms, provision of a brokerage activity by Enterprise Ireland
between companies and public research institutions, and development of research and market alli-
ances between the two partners. It also recommended training for researchers and managers in public
institutions to help augment their interaction within industry.

Japan's Science and Technology Basic Plan (1996) pointed to the importance of technology diffusion
to reinvigorate research activities and create new industries in Japan. The following measures have
been taken: help in patenting research results, provision of information on research results to private
corporations, presentation of research results to industry, promotion of commercialisation and of
co-operative research by industry, universities and government. The measures have been imple-
mented to stimulate R&ED ventures in government ministries and agencies. They are expected to stimu-
late the creativity of individual researchers, meet the demand for rapid growth and play an important
role in economic revitalisation. Japan’s Contract Development Project aims to promote the commerciali-
sation of new technologies that face considerable development risks. The contracted enterprise does
not pay for the RED expenditure if the development is not successful. The aim of the project is to
enable SMEs to develop new technologies with less risk.

The Netherlands is taking measures to exploit its public knowledge potential. It is increasing the
amount of government funds distributed by research organisations and strengthening co-operation by
the Netherlands Organisation for Scientific Research (NWO), the Royal Netherlands Academy of Sci-
ences (KNAW), universities and the private sector. It also encourages more private-sector co-financing
of research by technological institutions and active university patent policies. In Norway, a committee is
considering amendments to existing laws and regulations that may lead to better commercial exploita-
tion of university R&D.

Switzerland’s Loi sur la Recherche aims to improve the exploitation of publicly funded research. It
enables IPR rights arising from such research to be transferred to the institution with which the inventor
is associated, providing that the institution takes sufficient measures to commercialise the results and
the inventor is given a fair share in the resulting revenues. The law also enables the establishment of
federally funded national research centres with a view to excellence in certain research fields. It also
creates the framework for outcome-oriented contracts between the federal government and the benefi-
ciaries of public RED funding. Switzerland’s CTI Start-up initiative supports young innovative enter-
prises by providing access to qualified experts, assisting in the establishment of business plans and
accrediting firms that are ready for financing by risk capital. The initiative, which began in 1996, will be
extended over the 2000-03 period.

Following the recommendations of the 1999 Baker Report, the UK government will take several
measures to strengthen the exploitation of public sector research. It will also offer new incentives and
rewards to government scientists who participate and thus tackle the risk avoidance culture in public
sector research institutes. It will also take measures to address these institutes’ need for advice on com-
mercialising their discoveries and inventions.

Technology diffusion

Australia’s Technology Diffusion Program (TDP) commenced in July 1998 and will run to June 2002. It
helps industry and researchers access new and leading-edge technologies developed in Australia and
overseas. For international collaboration, the TDP emphasises expected benefits of industrial RED.
Belgium'’s federal government is co-financing patent services to assist SMEs in the area of intellectual
property (patents, trademarks, models). Regional governments have also taken measures to stimulate
technology diffusion. France has taken steps to improve its technological resource centres; one is the
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introduction of a quality label for centres that meet standards of technological quality, professionalism,
cost, timeliness and confidentiality. In Greece, the Research and Technology Network was launched as a
project of EPET II to strengthen Internet connectivity and network services for research. In addition, the
National Information System for Science and Technology was established to ensure the efficient flow of
knowledge in the scientific community and to gather and disseminate scientific output. EPET II also
included a range of financial schemes for demonstration projects, technology brokerage and bench-
marking.

Since 1999, Germany’s InnoRegio initiative encourages regional collaboration to develop regional
innovative potential and capacity. Its aim is for the regions to achieve a co-ordinated and competitive
educational, research and economic profile. Collaboration involves as many partners as possible from
industry, education, the administration and other institutions and persons who wish to support their
regions. In recent years, new co-operation networks have been created through the exploitation agen-
cies set up jointly by companies and research institutions under private law. In the case of the Human
Genome Project, for example, research institutions and companies working on the project are members
of a registered association that also finances a patent and licensing agency. Member firms have prefer-
ential access to the know-how developed with public funds and have a three-month option on express-
ing their interest in marketing such know-how.

Since 1997, Hungary has had a joint government-economic chambers programme to promote
regional innovation; it promotes innovative activities of SMEs through technology diffusion. It finances
the establishment of technology transfer services and the establishment and operation of innovation
centres. Mexico has a programme to form a community of highly qualified researchers who work
together with entrepreneurs in an industry-university project. So far, 13 networks have been formed in
the fields of molecular biomedicine, biotechnology, computer science and solar energy.

The Netherlands is promoting business participation and cost-sharing with the private sector in dif-
fusion programmes. A budgetary experiment of the nationally financed Syntens organisation (the
former innovation centres) is starting in 2000 with four regional authorities, which will influence the con-
tent of the activities of their regional Syntens organisation; they will obtain a maximum of 10% of the
Syntens budget against co-financing of the same amount. The United Kingdom has a range of
programmes, e.g. LINK, that encourage the exploitation of new knowledge, especially from the science
base. The policy focus in this area has strengthened recently owing to the introduction of Higher Educa-
tion Reach-Out to Business and the Community, a fund which finances university departments working
directly with industry to transfer knowledge and people. In addition, the University Challenge fund pro-
vides seed capital for spin-offs from higher education institutions. Furthermore, the new Science Enter-
prise Challenge is to establish new centres at UK universities to bring the teaching of entrepreneurship
and business skills into the science curriculum and act as centres of excellence for knowledge transfer.

Policies on clusters and networks

Germany is establishing a Web site on centres of competence as a source of information on clusters
of innovation, investment and education in Germany. The site is a platform for internationally recogn-
ised networks to present their capabilities and potential. Strict screening criteria are applied to net-
works represented on this site. They must have a thematic focus, the quality of R&ED must be recognised
worldwide, most members must be concentrated in a region and there must be strong evidence of net-
working activities. An objective of bringing together users and practitioners via the Web site is to make
Germany more attractive as a location for research and innovation, while supporting greater co-operation
and communication among those involved. In Ireland, policies for cluster formation include measures in
the National Development Plan which encourage collaboration, the establishment of an Innovation
Centre in Dublin and a network pilot scheme.

In Mexico, a growing number of SMEs are becoming suppliers for bigger enterprises, and this is cre-
ating industrial groups in various parts of the country. The government currently helps to form inte-
grated clusters of activities in 15 regions. The Netherlands aims to strengthen innovative cluster policy
through greater attention to SMEs, co-ordination with (regional) initiatives, intensified supply of strate-
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gic information and innovative procurement policy. A central issue is the long-term effectiveness of
cluster policy, and a “cluster monitor” will assess a cluster’s situation and discuss the results with the
actors. On this basis, government and business actions will be formulated and three to four years later,
the exercise will be repeated and the effectiveness of the actions taken will be evaluated. This will help
to reveal desirable and undesirable effects of cluster policy and how these interact with the actions of
firms and other relevant actors.

In Spain, the National Plan for R&D 2000-03 designates 12 sectoral areas in strategic high-growth
areas: aeronautics, the food industry, automobiles, civil construction, defence, energy, space, environ-
ment, health, transport, tourism and leisure. National programmes will be implemented for each area,
with clearly defined objectives and a detailed set of incentives and actions. They will be co-ordinated
with regional policies implemented by Spanish autonomous communities and linked to existing clus-
ters in various Spanish regions.

Sweden shows a clear trend towards regional industrial, innovation and, to a lesser extent, research
policy. Action programmes for regional growth, to be implemented in 2000, will be the principal instru-
ment used. Regional partnerships (involving municipalities, local business associations, universities
and colleges and regional authorities) play an important role in drafting and implementing the pro-
grammes. The EU Structural Funds Programme has served as a model, and the EU Programme is
expected to be integrated with the regional action programmes in the next EU budget period.

In 1999, the United Kingdom started an exercise to map the country’s industrial clusters systemati-
cally. It is also committed to creating conditions that encourage the formation and growth of clusters.
Turkey’s Supreme Council for Science and Technology is considering the use of public procurement pol-
icy to enhance Turkey’s science and technology capacity by designing a framework for public procure-
ment of research-intensive and high-technology goods and determining the necessary legislative
modifications. A final report to the Prime Minister is due in the first half of 2000.

Changes in competition policy

Networking and co-operation among firms are crucial to the innovation process. However, because
co-operation holds a danger of collusion, there is a risk that some technological change will be accom-
panied by “winner-take-all” scenarios. The dilemma of competition versus co-operation has been part
of the policy debate in several OECD Member countries, and has led to adjustments to competition
policy in some. Hungary, for instance, adopted a regulation on the exemption from prohibition against
restrictive action on competition in 1999, and certain types of agreements can now stimulate joint R&D.
The exemption applies for the duration of the RED programme and, if the results are jointly exploited,
for the period during which products and processes are protected by IPR regimes. Failing protection by
industrial property rights, the exemption applies for five years from the time products are first put on
the market. In Ireland, no changes to competition policy were considered necessary, given the low pro-
pensity to collaborate, although the government is encouraging collaboration.

Technology-based firms and new growth areas

New technology-based firms (NTBFs) make an important contribution to technological change and
innovation. Recent economic research offers substantial evidence that NTBFs fulfil an increasingly
important role in a knowledge-based economy, both directly as generators of new products and ser-
vices and indirectly as catalysts that improve knowledge transfer within national innovation systems.
Surveys reveal that the creation and growth of NTBFs is severely constrained by difficulties in accessing
key resources and markets. Some of these constraints include inadequate financing, lack of information,
human resources and managerial competencies, barriers to market entry and other regulatory obstacles
and lack of integration within national and global innovation networks. The results of the OECD ques-
tionnaire suggest that a wide range of measures concern NTBFs and new growth areas. They include
financial incentives and the development of venture capital markets, regulatory reform and specific pol-
icies for new growth areas such as information technology and biotechnology.
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Financial incentives and venture capital

The New Techno Venture R&ED programme in Japan and TECH-START in Hungary support R&D-
intensive start-up firms through direct financial incentives. The Technology Financing Programme in
Austria offers guarantees to venture capital funds that invest in NBTFs. Belgium launched a new risk
capital fund — START IT - in August 1999, for newly founded innovative companies. The programme
EXIST- University-Based Start-ups in Germany also provides public support for NTBFs, but requires col-
laboration of at least three partners from a region, one of them a university. It encourages regional net-
working and thus supports the creation of university-based start-ups.

Some countries have also provided incentives and services for investors. Within the context of the
KIP project, Mexico is planning to develop a Pilot Venture Capital Fund, which will start operations in
2001. The fund will be managed by experienced private venture capitalists, and private investors will
have majority ownership and control. Korea’s MOST Fund I/Il and IT Investment Club were set up to
stimulate the development of private venture capital markets. The United Kingdom is creating stronger
incentives for entrepreneurial venture capital investment through the establishment of an Enterprise
Fund, which will combine public support and private finance through a national high-technology ven-
ture capital fund and a network of regional venture capital funds. The national fund will combine a
GBP 20 million government investment with private finance to raise a total of up to GBP 100 million for
investment in venture funds specialising in early-stage, high-technology companies. The regional net-
work of funds, each of at least GBP 10 million, are aimed at small-scale, equity-gap investment. The
existing Small Firms Loan Guarantee Scheme will form an integral part of the Enterprise Fund.

Germany'’s public programme, Business Angels Netzwerk Deutschland (BAND), provides informa-
tion and matching services via the Internet to support the setting up of regional business angels net-
works. Similar networks exist in Belgium. The Australian Venture Awareness initiative helps institutional
investors to evaluate potential venture capital investment in NTBFs. Finland'’s National Fund for R&ED
has developed services that include matching of business angels and NTBFs and training for venture
capital managers and entrepreneurs. Finland has also taken measures to improve access to and quality
of venture capital. For instance, the public venture capital company, Finnish Industry Investment, now
targets seed and early-stage innovative companies.

France’s 1999 Law on Innovation and Research includes measures to improve the legal framework
for innovative companies. It extends the scope for firms to become joint stock companies, a form con-
sidered better suited to the needs of risky ventures with high growth potential. The scheme gives
greater contractual freedom, enables the issue of preferential shares, reduces formalities and enables
the establishment of single-partner companies. France has also taken more direct steps to encourage
the creation of new firms, including FRF 600 million for the establishment of a risk capital fund, fiscal
benefits for firms and individuals subscribing to an innovation fund (FCPI) and the introduction in 1999
of a competitive programme to support innovative enterprises. A follow-on programme was launched in
March 2000 with FRF 200 million, double the amount of the previous programme. Greece provides state
subsidies to venture capital firms that participate in or help establish firms that innovate or invest in
advanced technologies. Ireland’s Seed and Venture Capital Measure has provided some IEP 33 million
to start-up and early-stage firms over the past years, with matching funds from the private sector.

The UK government announced a number of changes to its domestic taxation system in 1999 that
are designed to promote and stimulate business innovation. The 2000 Finance Bill introduces a tax
incentive to encourage UK companies to undertake corporate venturing. They will receive up-front cor-
poration tax relief of 20% on investments in small, higher-risk trading companies, as well as deferral
relief if they sell shares and reinvest the gain in corporate venturing. The 1999 Budget announced that
the government would introduce a comprehensive all-employee share ownership scheme from April
2000. The government has also announced proposals for reforming the taxation of intellectual property
rights, through simpler treatment of IPR transactions, based more closely on accounting practice, due to
be finalised for the 2001 Finance Bill. The 2000 Finance Bill also introduces an Enterprise Management
Incentives scheme to encourage key employees to join and remain in small high-risk companies by
offering access to tax-advantaged share options. In Canada, the budget for 2000 introduced tax changes
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that are particularly interesting for high-growth sectors. They include lower taxes for highly taxed indus-
tries, a tax-free rollover for capital gains on qualified small business investment and a more favourable
tax treatment of employee stock options.

The existence of a stock market that encourages initial public offerings is also crucial for the devel-
opment of venture capital and fast-growing NTBFs. In Belgium, the regional investment company for
Flanders helps Flemish companies to list on NASDAQ or EASDAQ. In Germany, the success of the
Neuer Market has allowed the government to reduce public support. In Korea, KOSDAQ, a secondary
stock market for new start-up firms, has been created, and its trade volume now exceeds that of the
Korea Stock Exchange. In Spain, a regulation of the Ministry of Economy of 22 December 1999 created
the “New Market”, as a segment of the Stock Exchange for high-technology firms. It is expected to be
functional by summer 2000.

Regulatory reform for high-growth firms and policies for new growth areas

Regulatory barriers to market entry hamper the creation and growth of NTBFs, and inflexible and
cumbersome bankruptcy procedures can be an impediment as they penalise failure excessively and
make starting again too difficult. To respond to this challenge, a regulatory framework for NTBFs is being
developed in Finland, and the current bankruptcy legislation is undergoing reform.

Many countries have undertaken specific policy initiatives in new growth areas, notably in biotech-
nology. Australia’s National Biotechnology Strategy was announced early in 2000; its implementation
and development is to involve comprehensive consultation with stakeholders and the public. It builds
on Commonwealth support for biotechnology, adding new measures to address key gaps and opportu-
nities. The BioChance and BioProfile programmes in Germany and the New Biotechnology Programme
in Hungary are also specifically designed to promote biotechnology research. Canada’s 2000 budget
provides support for five genome science centres across Canada, increases support for agencies that
regulate the biotechnology industry and provides CAD 90 million to ensure the safety of biotechnology
products. While not intended for specific areas, more general R&D programmes such as the Networking
Programme in Mexico and the New Economy Research Fund in New Zealand have recently focused on
biotechnology.

R&D centres for biotechnology, such as those of Finland and Denmark’s Biotech Research and Inno-
vation Centre, have also been established to support high-technology firms in this field. Biotechnology
Australia is a multi-portfolio government agency consisting of all the relevant federal departments, and
its goal is to provide an effective and co-ordinated approach in the field of biotechnology. In 2000, the
Netherlands is starting a five-year Action Plan for the Life Sciences in 2000, which aims to stimulate the
translation of scientific knowledge in the life sciences into business opportunities and to increase the
number of new companies in this field. Targeted to scientists, research institutes and universities,
venture-capital suppliers and the public; the plan will be co-ordinated by high-level experts and focus
on activities to increase the general awareness of business opportunities in the life sciences.

Iceland passed a law on the Digital Centralised Public Health Database in 1998, which opened up
the possibility of a range of public health studies, including efficacy of medical treatments and medi-
cines as well as pre-clinical studies related to genetically related/transmitted health risks and diseases.
Government regulations concerning the establishment of the database and protection of the privacy of
individuals were finalised by the end of 1999. An agreement in early 2000 gave a private company,
DeCode Genetis, Inc., the sole right to establish and exploit the Centralised Public Health Database for
12 years, subject to strong public control of privacy issues. The regulation gives a strong impetus to bio-
medical research and the development of human genetics research in Iceland.

Information technology is another area to which many governments pay increasing attention.” The
Technologies for the Information Society in Austria and the Programme of Information and Communica-
tion Technologies in Hungary are specifically intended to stimulate RED activities in this area. Greece
has special actions in several areas of national relevance, including information technology that combine
research, technology transfer and demonstration activities. Iceland launched a government-sponsored
technological programme in 1999 to promote R&D and exploit research results in information technol-

© OECD 2000

8]



OECD Science, Technology and Industry Outlook 2000

K

ogy and environmental research. Portugal is also investing heavily in this area, with the objective of dif-
fusing Internet and electronic commerce throughout society.

Some initiatives focus more narrowly on electronic commerce. Canada’s budget for 2000 provided
CAD 160 million to design and launch on-line federal government services and stimulate the use of
electronic commerce. Enterprise Ireland recently announced the establishment of a new eBusiness
fund to encourage the use of electronic trading by businesses. The UK government has declared its
commitment to ensuring the world’s best environment for electronic commerce by 2002. Germany has
carried out a three-year information and consulting programme in the field of electronic commerce
especially designed for SMEs. The United States has introduced a wide range of policies to stimulate
electronic commerce in recent years, including increased spending on cyber-security and research and
technological development, a partnership programme with the private sector to address critical infra-
structure needs and a number of programmes to help SMEs to adapt to the Internet and electronic com-
merce. The US government also seeks to accelerate the development of the technologies needed for
reliable electronic commerce.

Measures related to scientific and highly skilled personnel

Human capital is a key factor in scientific progress and innovation, and the lack of scientific and
highly skilled personnel is often regarded as a main policy challenge for science, technology and inno-
vation. While specific challenges differ across countries, some seem widely shared:

— Concerns about ageing and gender imbalances in the scientific workforce, the quality of scientific research and train-
ing and the relevance of training to the economy and society, sometimes linked to the emergence of skills
shortages in several OECD countries with low unemployment rates.

— Lack of personnel mobility between science and industry, often due to regulatory frameworks and deficient
incentive structures, and the slow upward mobility of young and promising scientists within the
science system.

— Increased international mobility of scientists and highly skilled personnel, leading to an uneven distribution
of benefits across countries and to concerns about the brain drain in some OECD countries.

The questionnaire results suggest that policy related to science and technology personnel is a high
priority throughout the OECD area. Developments in the broad policy areas noted above are described
below in some detail. They are often interrelated.

Policies concerning the scientific workforce and the quality of research training

Many countries are faced with an ageing S&ET workforce, limited interest of youth in science and
technology, and gender imbalances. National STI policy in the Czech Republic considers this a priority.
Denmark is also working on measures to change the staffing structure of scientists and make an aca-
demic career more interesting to young researchers. It is also considering measures to address the age-
ing of scientific personnel and the gender imbalance.

In Australia, recent measures taken in the context of the policy statement on knowledge and inno-
vation aim to increase the quality of research training by enabling researchers to work in both academic
and industrial environments. Denmark has set up two new universities to address the shortage of IT
personnel. They will have a professional director and a board chairman from industry, instead of an
elected rector and an academic council. In 1998, the Hungarian government published a decree that
enables lifelong learning in universities and integrates scientific knowledge more closely in different
institutes. Iceland is promoting bilateral agreements between the public and private sectors to finance
graduate training.

Ireland is taking steps to address current and future skills needs, including expansion of training
programmes for highly skilled personnel. It established the Business, Education and Training Partner-
ship in late 1997 to tackle skills needs. In 2000, the Partnership’s Expert Group on Future Skills Needs
published a report assessing labour and skills availability, in particular for research in biological and
chemical science and information technology. Ireland is also investigating alternative forms of remuner-
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ation, such as profit- and gain-sharing and employee share option schemes, to help small firms attract
qualified staff. Recent funding by the New Zealand government recognises the growing cost of scientific
qualifications, in particular for higher degrees. Korea initiated Brain Korea 21, a programme aiming to
upgrade the quality of university research and graduate education. Its beneficiaries will need to con-
centrate on graduate programmes and research and reduce undergraduate enrolment.

The Netherlands is one of several countries faced with emerging shortages of qualified personnel.
One policy being adopted to address the issue is the Labour Radar, a joint initiative of government and
social partners aimed at identifying and analysing the labour market problems of innovative sectors
and regions. This initiative will also be a basis for further policy measures. Other policy measures aim at
increasing participation in and output of existing education programmes and improving the employabil-
ity of the labour force. The recent Science Budget gives attention to research as a career opportunity, in
order to safeguard a sufficient flow of bright young people into the system and help maintain the posi-
tion of Dutch research. A special issue is the small number of female researchers, especially in higher
positions (university lecturers, professors).

To address current and future shortages, Norway is to increase the number of recruitment posts for
PhD students by at least 30% by the year 2005. Shortages are particularly apparent in medicine, ICT and
law. Norway is also making greater efforts to increase equality of opportunity in the research system.
Portugal, in its efforts to strengthen science and technology, has directed considerable effort to
advanced training of human resources. The PRAXIS XXI programme gives grants and supports research
scholarships, which have increased in number and become more diverse in recent years. The 1998 Sup-
port Programme for the Reform of State Laboratories includes measures to rejuvenate the workforce in
public laboratories, such as the new Stimulus Programme for Young Doctorate Researchers.

Spain’s National Plan includes several activities to increase the skills and qualifications of researchers
and adapt them to the coming needs of science and technology. The United Kingdom also recognises the
importance of high-quality graduates in the economy and has recently introduced a new two-year voca-
tional skills degree programme (e.g. technicians) and has a broad range of programmes to improve key
skills and enhance the flow of skilled scientists and engineers to industry. In the United States, the NSTC
is exploring how to achieve greater diversity throughout the scientific and technological workforce. On
6 April 2000, President Clinton announced that 25 companies have pledged at least USD 1 million annu-
ally each to promote greater corporate diversity. These funds will be used for a wide range of programmes.

Increasing the mobility of human resources

Traditionally, regulations governing mobility and academic entrepreneurship were established to
prevent disruptions in the education and public research sectors and to avoid the opportunistic behav-
iour believed to derive from granting private access to publicly funded resources. Member countries
are presently at different stages in adapting their regulatory framework to take advantage of the synergy
arising from broader public-private interaction. The trend, however, is clearly towards relaxing regula-
tory constraints on mobility and academic entrepreneurship (see Chapter 5).

Austria recently introduced the “contract professor”, a professorship of five years (a maximum of
ten), a change from the previous practice of professors having lifelong tenure as civil servants. The aim
is to facilitate the appointment of foreigners and researchers from the business sector. Finland’s recent
Universities Act has given universities the responsibility of appointing professors. Germany is also aim-
ing to modify the employment law for university professors. Italy has significantly changed the hiring
system for university professors who are now hired following a selection process at the university itself.
Previously, the Ministry for Universities, Research, Science and Technology managed the hiring process.

Many policy measures are explicitly aimed at stimulating researcher mobility. Australia’s Strategic
Partnerships with Industry — Research and Training Scheme and the Co-operative Research Centres Pro-
gramme seek to improve public-private mobility and co-operation. Austria has several measures to
support (young) scientists working in industry, such as Scientists for the Economy and the Industrial Pro-
motion Fund, which promotes the mobility of junior researchers. Austria also hopes that the recently
launched programme for establishing centres of excellence will increase the mobility of university
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researchers. Belgium has taken an initiative to support SMEs that want to hire highly skilled technicians
to develop and carry out innovation.

France’s 1999 Law on Innovation and Research allows public sector researchers to be involved in
the creation of a company to exploit their research work. They can be seconded for a period of six years,
while retaining their civil service status. The law also enables researchers to engage in consulting and
scientific support for private firms, to contribute to the capital of a company and to be a member of its
management. The law also aims to prevent those involved in starting up companies from being pena-
lised in terms of their research careers. The German government is planning to change regulations to
create market-based, more flexible and performance-related employment and remuneration structures
for higher education institutions and research establishments. Germany also seeks to increase the per-
formance orientation of university staff by modifying the remuneration system, thus improving competi-
tiveness in the labour market, and encouraging the mobility of scientific staff.

Italy introduced two laws in 1997 (N. 196 and N. 449) to stimulate the hiring of people with Laurea or
doctoral degrees by SMEs. The first provides support for SMEs wishing to hire such personnel, and the
second gives them a tax credit. It also allows firms to apply to universities or public research organisa-
tions for the secondment of researchers or technical personnel for a period of up to four years. This
mechanism has not worked well so far. First, it has proven difficult to identify individuals in public
research agencies and universities who can be made available to firms. Second, research agencies and
universities have not yet adopted regulations for temporary mobility and have been reluctant to do so.
Third, only a modest part of the research carried out in public research institutions may have industrial
applications. Finally, many public-sector researchers consider involvement in industrial and business
initiatives to be a “prostitution” of science and are therefore uninterested.

In Japan, fellowships to improve the mobility of young researchers have been expanded, as have
programmes for part-time researchers and for research abroad. Measures have also been taken to
increase mobility within universities, such as the introduction of a fixed-term system for faculty mem-
bers and greater focus on overseas training programmes and visiting researchers. Starting in FY 2000,
national university and institute researchers are allowed to be board members of the technology licens-
ing organisations. They are also allowed to be board members of private corporations to enable the
transfer of technology to private industry and to be auditors. Researchers who take up a position as a
board member can be granted leave without penalising their retirement allowance.

The Korea Institute of Science and Technology has schemes to grant temporary leave to research-
ers to undertake entrepreneurial activities. Mexico's National Researchers system, which provides
grants to researchers with recognised levels of excellence, was reformed to take account of registered
patents, invention certificates and industrial applications when determining awards, and its recent
innovation law also facilitates researcher involvement in entrepreneurial activities. New Zealand pro-
vides Graduates in Industry Fellowships to bridge the gap between universities, research institutes and
business. Norway has set up special programmes to stimulate mobility from universities/research insti-
tutes to the private sector and to make industry-relevant research more attractive, e.g. the Mobility and
SME Competence programmes. The latter encourages new graduates to seek positions in SMEs. In
Portugal, the government gives incentives to encourage business to hire holders of masters degrees
and doctorates and has established a joint master’'s degree course between business and universities.
Turkey has recently increased its public support for firms’ personnel expenditures related to R&ED.

The United States has a federal promotional scheme, the Intergovernmental Personnel Act, which
facilitates the temporary exchange of private and public sector personnel. At state level, public univer-
sities also have programmes to facilitate exchanges with the private sector, including fellowships in the
private sector and engagement of faculty members in paid consulting subject to certain conditions to
avoid conflicts of interest. Federal laboratory system rules governing interaction with the private sector
vary considerably, owing to the different research missions and institutional cultures of the supporting
agencies. In areas where national security and confidentiality are concerns, the involvement of public
sector researchers in outside industrial or research activities may be subject to special conditions.
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Apart from these special circumstances, the US government has enacted a number of laws to encourage
technology transfer from federal RED centres to the private sector, including CRADAs.

Policies related to international mobility

Some countries have benefited substantially from the immigration of highly skilled personnel, but
others have suffered from a “brain drain”. In addition to immigration legislation, taxation, study abroad,
quality of work, openness of communication, business expansion overseas, labour market supply and
demand signals, etc., affect the decision of highly skilled migrants to relocate abroad (Mahroum, 1999).
In the area of STI policies, several countries seek to make the domestic research environment more
attractive to talented researchers who might otherwise go elsewhere and also to attract researchers
from abroad. In addition, immigration measures may specifically target highly skilled workers.

New Zealand and Turkey cite brain drain as an important policy priority. New Zealand plans to
introduce funding for training scientific personnel that will enable recipients to work at New Zealand
institutes for some time. It is also considering changes to the current student loan scheme, as high lev-
els of student debt are considered an important reason why students leave the country. Turkey is plan-
ning to reverse the brain drain by strengthening the country’'s domestic science and technology
capability, thus making it more attractive for scientists to remain. Hungary took measures in 1997 to
encourage Hungarian-born foreign scientists to return temporarily and has introduced fellowships and
sponsor programmes to encourage promising researchers to stay in Hungary.

Canada’s New Opportunities Fund is designed to help Canadian universities to attract and retain
able research workers. It provides support for infrastructure and research facilities and is oriented
towards researchers who are taking up their first full-time academic position in a Canadian degree-
granting institution. The Science Fund of the Icelandic Research Council finances post-doctoral fellow-
ships to bring Icelandic scientists home on a permanent basis. Such measures are considered necessary
to address shortages in scientific manpower. Mexico has a fund for retaining and repatriating research-
ers. Over the 1995-99 period, more than 1 000 scientists returned to Mexico as a result of these grants.

Since 1992, Denmark has provided a three-year tax reduction for researchers from abroad and
extended the scheme in 1998 to enable them to stay another four years paying normal taxes. This has
not yet come into force, however, as it is being evaluated by the European Commission. A similar Finnish
scheme that gave special tax treatment to foreign experts expired in 1999 and has not been renewed, as
the European Commission is studying the programme’s compatibility with provisions on state aid.
Greece launched the Career Award to Greek-speaking Researchers Working Abroad in 1998 to attract
distinguished Greek-speaking researchers. Norway is considering the liberalisation of rules on resi-
dence and work permits for foreign students and will establish professorships of limited duration for
foreign researchers with special competencies. Portugal has a programme to award guest scholarships
to foreign researchers and supports internships of young researchers in international scientific organisations.

In Australia, the migration of skilled personnel has taken on greater importance over recent years.
Changes have been made to both the permanent and temporary components of the immigration pro-
gramme. Requirements for the Skill Stream of its immigration programme have been sharpened, with
thresholds for all core criteria (skills’femployment experience, age, command of English). At the same
time, it has become somewhat easier for employers to fill high-skill positions with overseas workers, as
some provisions of the Employer Nomination Scheme have been eased. Skilled workers can gain tem-
porary entrance if their entry will demonstrably result in some benefit for Australia. The United Kingdom
has announced a review of work permit arrangements to help address shortages of technicians and peo-
ple with craft skills. The US government is also seeking to address an emerging shortage of skilled high-
technology workers by changes in policies towards international migration. In mid-March 2000, the US
Congress introduced a bill aimed at promoting fairer and more efficient ways to use high-technology
workers. If signed into law, the number of H-1B visas for such workers would be 200 000 for each fiscal
year from 2001 to 2003.

In the European Union, participation in various EC programmes is also increasing the mobility of
researchers across borders. Greater mobility is also due to bilateral and multilateral efforts to increase
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recognition of professional qualifications, as illustrated by a recent agreement signed between Cana-
dian and French professional organisations for engineers.

Globalisation

OECD countries participate in the globalisation process through openness to international flows of
goods, investment, people and ideas. As access to knowledge and technology from around the world
improves with the globalisation of industry and R&D, countries face new challenges. To reap the bene-
fits of globalisation, they need to become more attractive sites for investment in innovative activities.
STI policies can respond by increasing the capacity of OECD economies to access and exploit the
results of scientific and technological activity in other countries. Measures to promote international
co-operation among firms at the pre-competitive stage, increased ease of access for foreign firms to
government-funded research programmes and greater compatibility in IPR regimes are possible ways
forward. Co-operation with non-OECD countries will be of growing importance.

While globalisation is often an integral part of STI policies related to diffusion, networking and S&T
personnel, the results of the OECD questionnaire indicate that countries have undertaken specific mea-
sures to respond to globalisation, often linked to co-operation in international bodies, e.g. scientific
organisations such as CERN and ESA. In European countries, an important set of measures is linked to
participation in the EU Fifth Framework Programme. In addition, many countries are involved in bilat-
eral arrangements to stimulate scientific and technological interaction, or have agreements between
specific institutions.®

In some countries, policy makers have expressed concern about international co-operation. The United
States, for instance, is concerned that it is paying more than its fair share of the costs involved, that it might
be giving away critical know-how to potential foreign competitors or that the scientific interests involved
might be subordinate to strategic or political ends. These concerns are difficult to evaluate owing to the large
number, varying goals and long timelines of projects; the lack of effective tools to measure benefits; and the
difficulty of linking international science and technology agreements to actual spending on co-operative
RED. A study by the RAND Corporation concluded that the key to identifying benefits lay in understanding
the relationship between the project’s purpose and the type of project conducted (RAND, 1998). In most
cases, international co-operative RED projects are engaged in because large-scale investments are required,
or because the global nature of the subject lends itself to international co-operation. The benefits from such
activities can be identified and include bibliometric measures, milestones, surveys and expert judgement. A
case study on seismic research found that, on average, the foreign contribution was equal to the US contribu-
tion and that the United States was benefiting from international co-operation.

Policy evaluation

Evaluation of government programmes and policies has drawn attention, partly because of budget
stringency and the need for better allocation of scarce public resources. More fundamentally, however,
evaluation is now regarded as an essential tool for broader reassessment of the roles of government
and of market mechanisms in a number of policy areas. Accountability, transparency and the desire to
minimise distortions arising from government policies while maximising their leverage are driving the
trend towards greater evaluation. At the same time, new developments in technology policy which give
greater emphasis to diffusion and adoption, organisational change and innovative behaviour have
raised methodological challenges. Current practices in OECD countries vary significantly in terms of the
depth and coverage of evaluation. The following sections describe new schemes and changes in the
evaluation process, the institutionalisation of evaluation and major assessments of recent policies.

New evaluation schemes and changes in the evaluation process

In the Czech Republic, policy evaluation is being implemented under the National Databases of
Research and Development which provides the state administration with information on public support
for R&ED and its results. In 1998, the Icelandic Research Council, in consultation with the Ministry of Edu-
cation, Culture and Science, initiated an evaluation of basic research. It showed that Icelandic scientists
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have contributed increasingly to peer-reviewed literature and emerge at or near the top in the geologi-
cal sciences, clinical medicine, pharmacology and more recently in molecular biology and genetics.

Japan's General Guidelines on Methods for Implementation of Evaluations Common to All of the
Nation’s Research and Development were established in 1997. These guidelines require all ministries,
agencies and national research institutes to prepare methods of evaluating their research activities. The
aim is to obtain evaluations with clearly defined standards and processes, to introduce evaluations that
involve external experts, to disclose evaluation results and to use these for priority allocation of R&D
resources. New Zealand also established a new initiative in 1996 to evaluate public investment in RED
to generate useful information and guidelines for allocation and management of public investment.

Other countries have focused on changes to their evaluation process and improvements in the qual-
ity of evaluation practices. In 1995-96, Hungary started an R&D evaluation based on Swedish expertise. It
will shortly include new elements such as portfolio analysis and policy evaluation. One important example
is the evaluation of the SME policy of OMFB, the applied R&D funding institution. In Greece, ex post evalu-
ation has gained in importance in recent years and a number of pilot studies for specific programmes have
been undertaken, although the results have not yet fed back into policy formulation. In replacement of the
qualitative evaluation made until 1998, the Netherlands has taken a more quantitative approach to evalu-
ation for the WBSO (the tax credit for R&D wages). The evaluation not only sheds light on the use of the
scheme, but also on its effects on growth in R&ED input, turnover, market share and employment.
The Netherlands aims to develop an evaluation framework that combines qualitative and quantitative
evaluation methods more systematically. Attention will also be given to continuous monitoring of the
instruments of technology policy. A pilot has started in which input and output indicators are being sys-
tematically monitored for several policy instruments. Policy feedback is given via an intensive interaction
project in which both Senter, the agency that implements government policy, and the ministry, participate.

In 1993, the United States enacted the Government Performance and Results Act (GPRA). It requires
all federal agencies to measure and report annually on the results of their activities. Agencies must
develop a strategic plan for at least a five-year period and an annual performance plan and must issue an
annual performance report to indicate whether the goals have been met. The GPRA raised specific issues
regarding the funding of R&D and basic research in particular. A report by the National Academy of Sci-
ences addressed these issues in detail. It found that the usefulness of new basic knowledge is unpredict-
able and can only be evaluated over a longer time span. However, meaningful measures of quality,
relevance and leadership exist and are good indicators of eventual usefulness, can be reported regularly
and represent a sound way to ensure that there is a good return on public investment in basic research.

Institutionalisation of the evaluation process

Evaluation is a social process inasmuch as it involves the interaction of individuals, organisational
beliefs, practices and routines. Therefore, the institutional set-up in which programmes and policies are
evaluated determines the nature, quality, relevance and effectiveness of the evaluation. It is for this
reason that Australia’s Department of Industry, Science and Resources underwent a separation of its
programme delivery and policy roles in 1998-99. The new arrangements are expected to result in a more
rigorous evaluation of the programmes and will be used to evaluate the RED Tax Concession and the
RED Start programmes for the period 1999-2000. In 1999, the Danish government established the
National Institute for Evaluation of Teaching which operates at all levels of the education system.
TEKES in Finland has been reorganised to develop evaluation at all levels. Ireland’s National Develop-
ment Plan for 2000-06 centralises the evaluation of all related expenditure in the Ministry of Finance.

In Portugal, policy assessment is achieved mainly with the aid of data gathered, processed and dis-
seminated by the Observatory of Science and Technology. In addition to a biannual national survey that
inventories expenditure and human resources involved in RED activities, the Observatory also main-
tains a number of administrative databases (doctoral degrees, R&ED projects, scholarships, internation-
ally cited scientific production) that allow for close monitoring of the SET system. Detailed information
on research institutions, projects, scholarships, doctoral degrees and evaluation reports is available on
the Internet, as a means of enhancing the networking of the scientific community and facilitating com-
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munication between researchers, institutions and society at large. In 1999, the Observatory set up a new
activity, the production of indicators relevant to the Information Society.

The National Plan for Spain includes, for the first time, a serious and consistent commitment to the
systematic monitoring and evaluation of STI policies. It will involve different types of evaluation: i) ex ante
evaluation to select proposals; ii) continuous monitoring and evaluation; iii) annual strategic evaluation of
the priority areas. For the strategic assessment, the Advisory Councils will play a key role. New advisory
groups for each of the national programmes will also be set up, mainly involving knowledge users.

Major assessment of recent policy initiatives

Australia has conducted an assessment of recent policy initiatives in its study of university-industry
research partnerships, An Evaluation of ARC/DETYA Industry-Linked Research Schemes. The evaluation assessed
the extent to which these schemes have met the government’s objectives in supporting university and
industry interaction. It found that both university and industry respondents view their experience with the
schemes positively. However, there were some criticisms related to administrative, communication and
management issues. In particular, the long delays between application and decision were considered an
obstacle for industry, more so for emerging SMEs than for larger firms. France undertook a major evalua-
tion of its technological diffusion networks (RDT) in 1998, which showed their positive impacts and sug-
gested areas for improvement, including greater coherence between national and regional policies.

In Portugal, an evaluation of 1999 gave rise to legislative reform of the science and technology sys-
tem, resulting in a new legal framework for state laboratories and for private institutions receiving gov-
ernment funding. Korea’s National Science and Technology Council also evaluated the major
government RED programmes in 1999; the results are directly reflected in the allocation of R&D funds.
In Finland, the government’s 1997-99 programme, which raised R&D expenditures to 3.1% of GDP, is
being evaluated by an independent group consisting of Finnish and foreign experts. The evaluation,
which is to evaluate the programme’s impact on the economy, employment and business activity, is due
by the end of 2000. Norway is engaged in a major assessment of the Norwegian Industrial and Regional
Development Fund to be completed in September 2000.

The institutional frameworf for policy

STI policies will have only a modest effect unless they are consistent with and complemented by
broader reforms which may sometimes require new institutional arrangements. Several countries have
recently undertaken to strengthen their institutional framework for innovation policy. Mexico, Poland
and Spain recently established new high-level councils to co-ordinate innovation policy across the rele-
vant ministries and institutions. Australia has introduced a more strategic role for the Australian
Research Council, as responsible for strategic advice, peer-reviewed research funding, and full respon-
sibility for administration of funding programmes, while Canada has established the Council of Science
and Technology Advisors to advise the government on S&T policy. In Belgium, the 1999 innovation
decree of the Flemish government provided the general framework for innovation policies and estab-
lished the IWT (Institute to Promote Scientific and Technological Research in Industry) as the main
operator. The Greek government has decided to create an interministerial body to co-ordinate research
policies, although this has not yet been done.

Hungary also changed the organisation of its SET policies. The renewed Science and Technology
Policy College (TTPK), chaired by the Prime Minister, has become more active in developing S&T policy.
The role of the Ministry of Education was broadened, and the former National Committee for Techno-
logical Development (OMFB) was integrated into the Ministry, although an advisory body retains the
name OMFB. Iceland introduced, for the first time, a separate research budget in its annual financial law
for 2000 and intends to extend this to a three-year plan in the law for 2001. Italy is also undertaking a
major reorganisation of the framework for SET policy. The three-year National Act for Economic Planning
will now include guidelines and the amount of resources devoted to RED. In addition, co-ordination of
the various ministries will be strengthened and a permanent inter-ministerial committee (CIPE) will be
set up, supported by several consultative bodies.
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In Korea, the role of the Ministry of Science and Technology has been upgraded, so that it can func-
tion as a central co-ordinator for S&T policy. The Ministry now also acts as the Secretariat of the National
Science and Technology Council, created in 1997 to improve inter-ministerial co-ordination of R&ED pol-
icy and investment. In addition, government research institutions, which previously were closely linked
to individual ministries, have been reorganised into three research councils under the Prime Minister’s
Office. In Mexico, a specialised cabinet on S&T affairs was established to advise the executive branch
on relevant policies. In Portugal, extensive reforms undertaken in recent years are closely linked to the
establishment in October 1995 of the Ministry for Science and Technology. In Spain, STI policies have
gained greater importance, and the Prime Minister now chairs meetings of CICYT, the Interministerial
Commission for Science and Technology, the government body in charge of STI policies. Significant
efforts have also been made in Spain to improve co-ordination within the national government and with
the regional governments and the European Union. In Switzerland, the Loi sur la Recherche has estab-
lished the Swiss Council for Science and Technology (CSST) as the main consultative body for all actions
regarding science and technology. Its tasks are broader than those of the previous Swiss Science Council.

Several countries have also undertaken large-scale initiatives to involve the public in policy formulation
and the establishment of priorities in science and innovation. Both the United States and Australia have
recently held major summits on innovation policy. In the United States, the National Science and Technology
Council hosted a Summit on Innovation on 30 November and 1 December 1999, to explore the future direc-
tions for federal support of innovation. The summit brought together business, government, the research com-
munity and non-profit organisations to examine both obstacles to and opportunities for greater innovation.

Australia held a National Innovation Summit on 9-11 February 2000 to agree on a common purpose for
strengthening innovation. It aimed to identify the scope, desired outcomes and impediments to innovation
in Australia and the opportunities for co-operation between the key partners in innovation, and to agree on
the future roles of government, industry and the research community in pursuing these opportunities.

Preliminary assessment

STI policies have changed considerably over the past decade. Direct public support for R&ED has
been reduced, greater demand for accountability has led to more emphasis on commercially relevant
R&D and on ways to enhance the efficiency of public spending. Market mechanisms for innovation and
public-private partnerships are considered more important, and policies increasingly focus on network-
ing and collaboration.

Policy initiatives over the past few years reflect this new agenda. Countries such as Austria, France,
Korea, Japan, Mexico, Portugal and Spain are engaged in major initiatives to reform innovation policy.
Many others have implemented important policy reforms. Most OECD countries are engaged in sub-
stantial efforts to strengthen basic research and reform the science base. Many initiatives focus on mea-
sures to stimulate networking and diffusion in the economy and to facilitate the growth of new
technology-based firms. Fewer policy measures have sought to increase the efficiency of incentives for
R&ED support, but several countries have increased the role of evaluation in STI policies.

Finland, Japan and Korea have substantially increased public spending on R&ED, in order to
strengthen the science system and enhance the contribution of innovation to future economic growth.
These efforts are primarily directed at strengthening basic research, as these countries’ long-term research
capacity is insufficiently developed. Their increased spending on long-term research can contribute to
higher growth but only if it is part of broader structural reform that links science spending better to busi-
ness needs and strengthens the functioning of the innovation system as a whole. Educational reforms in
Japan and Korea aiming to enhance creativity and diversity and structural reforms in other areas may help
to make higher spending on R&D effective. However, this will require careful evaluation and monitoring.
Austria, the Czech Republic, Germany, Ireland, New Zealand, Norway and the United Kingdom also aim for
higher real public spending on RED, particularly on basic research. However, these efforts are somewhat
less ambitious and sometimes compensate for lower spending in the early 1990s.

Many countries have taken initiatives to strengthen market mechanisms for financing innovation,
by improving the access of firms to finance and risk capital. Relevant policies include broad reforms to
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financial markets, stock market reform and measures to ease access to venture capital. Technology dif-
fusion is another key element of innovation policy. Recent diffusion initiatives include incentives to
develop technology transfer institutions and measures to increase the exploitation of patents and pro-
mote commercialisation.

Several measures aim at improving links between universities and firms. These include more par-
ticipation of enterprises in university programmes, measures to facilitate participation of government
researchers in joint research efforts and to engage in side jobs and encouragement to universities to
have innovative work patented and commercialised. Many countries have also taken measures to
enhance the growth of new firms. Such policies can sometimes be placed under the general heading of
entrepreneurship and reductions in red tape, but are sometimes specifically geared towards new tech-
nology-based firms, as these are considered drivers of innovation and employment growth. Several
countries have new initiatives to improve the evaluation of technology policy, though few efforts have
been made to make R&ED support more effective.

Table 3 furnishes a summary of the main areas of recent policy actions. It distinguishes areas where
important policy reforms have been implemented in line with OECD recommendations, areas where no

Table 3. Progress in implementing OECD recommendations on science, technology and innovation policy

Stimulate

technology Evaluate and  Strengthen long-  Enhance the Facilitate the b Sr:engtrter; . Reduce skill
diffusion and links rationalise ~ termresearchand efficiency of growth of new l? ?“:_?n ls t(i) n mismatches and
between technology reform the incentives for technology—basedpo <y anu ation - hhance labour
universities and policies science base business RED firms' imol . mobility
enterprises implementation

United States A A A F F
Japan A F F F N F
Germany A A F F
France F F F F F F A
Italy F F F F F F
United Kingdom A A A A F
Canada A F A F
Australia A F A A A A F
Austria F N A F F

Belgium F A N F N

Czech Republic F N F N

Denmark A A A
Finland A A A F

Greece F N N N N F
Hungary F F F F A

Iceland A A A A

Ireland F F A A

Korea N F F F F A

Mexico F F F F F F F
Netherlands A A F A
New Zealand A A A A A
Norway F F A A
Poland F N F F N F N
Portugal F A F A F
Spain F F F F F F F
Sweden F F

Switzerland F A F F

Turkey F F F F

1. This recommendation incorporates policies to foster venture capital and new business start-ups.
Legend: F: Major follow-up on OECD recommendations. Further effort may be needed.

N: No major follow-up on OECD recommendations.

A: Other major policy actions, irrespective of OECD recommendations.
Source:  OECD (1998; 1999¢) and results from OECD questionnaire.
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substantial policy effort has been made to implement those recommendations and areas where other
major policy actions have been taken. The table shows that STI policies are an extremely dynamic area.
Even countries for which the OECD has thus far provided few policy recommendations have undergone
many policy changes. Several countries where few important rigidities were identified in previous
OECD work, such as Australia, Finland, Iceland, the Netherlands, New Zealand and the United Kingdom,
are nevertheless engaged in extensive policy reform, suggesting that S&T policy is an area that requires
continuous improvement.

The large range of initiatives in the OECD area and increasingly also outside it (Box 2) shows that
many governments are aware that they will increasingly need to work with business, the research com-
munity and other social partners in designing and implementing policies, as the active involvement of
these stakeholders is increasingly necessary to foster lasting change. In addition, the greater attention
accorded to science, technology and innovation policy at the highest levels of government shows the
growing priority that many governments attach to this policy area.

Box 2. Policy changes outside the OECD area: the example of South Africa

Factors leading to changes in science, technology and innovation policies in the OECD area are of
similar importance outside the OECD area. South Africa offers an example of policy change outside the
OECD area. Its policies have changed considerably over the past decade, particularly following the instal-
lation of its first democratic government in the mid-1990s. The 1996 White Paper on Science and Technology set
out a broad policy framework and addressed a range of systemic failures requiring concerted policy
action. These included a fragmented, insufficiently co-ordinated and unbalanced S&T system, poor knowl-
edge and technology flows from the science base to industry, poor networking in the region and at global
level, inefficient and insufficient investment in R&ED, and a poor competitive position in the world econ-
omy. Following the White Paper, the government introduced a range of new policies to address these
problems. Some key elements are as follows:

University reform. Following a nation-wide National Research and Technology Audit completed in
1998, assessing gaps, overlaps, funding and monitoring mechanisms of scientific and technological institu-
tions, the government is now introducing a range of measures to address the problems encountered. They
include measures to transform institutions of higher education, and in particular to address shortages of
skilled personnel. A debate is also in progress on the need to establish centres of excellence.

Basic science and criteria for funding. The government has introduced the Innovation Fund to real-
locate resources from historically established patterns to key priorities such as competitiveness, quality of
life, sustainability and ICT. The new funding mechanism incorporates competitive processes and pro-
motes networking and collaboration in the innovation system. On 1 April 1999, the National Research
Foundation was launched to consolidate the grant funding and research promotion function of South
African research policies.

Involvement of stakeholders. A major initiative in South Africa in recent years, as in several OECD
countries, has been the National Research and Technology Foresight Project. This nation-wide initiative
looked at twelve sectors and three cross-cutting focus areas (education and skills, adding value, business
development). This first foresight project drew wide community participation and is likely to influence
future research priorities.

Linking science and industry. The government encourages science and technology institutions to
obtain increasing levels of funding from outside sources, primarily the business sector. The Innovation
Fund incorporates networking, i.e. the degree of “consortium relationships”, as a selection criterion, and
existing technology diffusion programmes also incorporate measures to strengthen links between science
and industry. Furthermore, science councils have recently been awarded the right to engage in high-
technology spin-offs, and the government provides matching funding for joint industry-academic research
projects.

Source: Response of South Africa to the OECD questionnaire, see: http://www.oecd.org/dsti/sti/s_t/index.htm.
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The changes taking place in innovation and technology diffusion policy across the OECD, even over
the short period reviewed in this chapter, indicate that a growing number of countries are aware of the
need to strengthen their science and innovation system as they move towards becoming more technol-
ogy-intensive and knowledge-based economies. It is difficult to know at this time whether these efforts
are sufficient, however, or whether they will be effective in improving the science and innovation sys-
tem. Best practices in science, technology and innovation policy will continue to evolve, as will the
need for further policy change. Countries that have recently engaged in major reforms of their science
and innovation system may thus have taken only a first step towards making their systems more effec-
tive. There thus remains considerable scope for further progress and for learning in all Member coun-
tries about successful approaches to scientific progress, innovation and economic growth.
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NOTES

1. OECD recommendations regarding science, technology and innovation policy are contained in the 1998 report
Technology, Productivity and Job Creation — Best Policy Practices (OECD, 1998), the 1999 reports on Managing Innovation
Systems and Managing Science Systems (OECD, 19994; 19995), and OECD Economic Surveys.

2. The detailed responses of Member and non-member countries will be made available on the OECD Web site
at http://www.oecd.org/dsti/sti/s_t/index.htm. For Switzerland (Conseil Fédéral Suisse, 1998), a recent policy statement
from the national government was used. No material was available for Luxembourg.

3. This section draws on the work on science-industry relationships (see Chapter 6).
4. Reforms concerning researcher mobility are discussed in the section on labour-related measures.

5. For details on measures related to information technology, see Information Technology Outlook 2000 (OECD, 20006)
on the OECD Internet site, at: http://www.oecd.org/dsti/sti/it/index.htm.

6. Details are available in the individual country notes (see http://www.oecd.org/dsti/sti/s_t/index.htm).
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Chapter 3
INNOVATION AND ECONOMIC PERFORMANCE

Introduction

This chapter analyses the role of innovation and technological change in economic growth and
examines the role of policy in enhancing the contribution of innovation and technological change to
growth. It also looks at the key conceptual and empirical links between innovation and economic perfor-
mance. It is part of an OECD-wide project on growth performance in the 1990s and the new determi-
nants of growth,! and follows on another OECD study of recent patterns in economic growth in the
OECD area (Scarpetta et al., 2000).

First, the main findings of that study are highlighted to set the scene for a more detailed analysis of
the role of innovation in growth. Next, the conceptual links between innovation and economic growth
are discussed and the empirical evidence on their interaction is briefly summarised. Then, the main
changes in the determinants of innovation are analysed. The following section explores to what extent
recent growth performance can be associated with innovation and technical change. Finally, some broad
directions for policy are offered. An annex contains further detail on the empirical links between innova-
tion and economic performance.

Economic growth in the OECD area: recent patterns

Before examining the role of innovation in economic performance, it is helpful to examine recent
patterns of economic performance. The following stylised facts are drawn from a recent analysis of
growth patterns across the OECD area (Scarpetta et al., 2000):

— Compared with the 1970s and 1980s, cross-country disparities in growth of GDP and GDP per cap-
ita have increased in the 1990s. Some countries have markedly improved performance (Australia,
Ireland, Norway, the Netherlands and the United States) and have had higher growth of GDP per
capita than in the 1980s. A few (Ireland, Portugal and Turkey) continued to catch up to higher
income levels. Other countries, however, experienced a strong deterioration of growth in the
1990s, and, in most, growth was below the levels of the 1980s.

— Labour productivity is the key component of growth in GDP per capita in all OECD countries, but
in the 1990s growth was supported by increased labour input in Denmark, Ireland, the Netherlands,
New Zealand, Norway and the United States.

— Australia, Denmark, Finland, Norway, Sweden and the United States are among a limited number
of OECD countries where multi-factor productivity (MFP) increased significantly in recent years.

— There is no longer much convergence in levels of GDP per capita in the OECD area, although
OECD countries continue to converge in terms of productivity levels. The difference between
these two measures is due to large differences in labour utilisation within the OECD area.

— Economy-wide growth and productivity gains have a broad sectoral basis in most OECD coun-
tries. Although manufacturing plays a smaller role than in the past, it continues to provide the
bulk of measured productivity growth in many countries. Within manufacturing, countries’ spe-
cialisations vary. In Finland, Japan, Sweden and the United States, the production of computers
and communications equipment makes a large contribution to growth. Services provide an
important contribution to productivity, but measurement remains problematic in many sectors,
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particularly in services that heavily invest in information and communication technologies (ICT),
such as banking.

— Structural shifts from low- to high-productivity sectors have become less important to productiv-
ity growth in most OECD countries and this may contribute to the fall in overall productivity
growth. Growth now largely arises from changes in productivity within sectors, although in OECD
countries with underdeveloped services sectors, such as the Czech Republic, Hungary, Ireland,
Korea, Poland, Portugal and Turkey, the potential for structural change remains. Firm-level evi-
dence indicates that improved resource allocation among firms still contributes significantly to
productivity growth, however. It is also likely that much structural change now occurs within seg-
ments of the services sector, where data limitations do not allow for detailed structural analysis.

— Capital productivity continues to decline in most OECD countries, owing to diminishing returns
to investment; it has improved in a few in the 1990s, including Australia, Ireland and New
Zealand. This has made an important contribution to MFP growth. Higher capital productivity
may be due to disembodied technological change, such as improvements in human capital and
organisational change, to changes in the composition of capital (e.g. more efficiency-enhancing
ICT equipment) and to regulatory reform that may have led to the scrapping of inefficient capital.

— Measurement of economic growth is increasingly difficult and countries differ considerably in the
degree to which they have adopted new measurement techniques. This distorts international
comparisons. The emphasis on increases in quality instead of quantity and the rising share of
difficult-to-measure services are factors that contribute to these problems.

Further work on economic growth may need to focus — at least partly — on a closer examination of
countries that have been able to achieve sustained improvement in economic performance in the
1990s. On the basis of a range of indicators, this group includes Australia, Denmark, Ireland, the Netherlands,
Norway and the United States. Countries where MFP growth has improved are of particular interest for
an analysis of the links between innovation and growth, since higher MFP growth may be associated
with innovation and technological change.

Innovation and growth: how are they linked?

The conceptual links

Innovation and technological change are without doubt the main drivers of economic growth,
although this is often difficult to show in empirical analysis. To demonstrate the importance of innova-
tion and technological change in economic growth, it is helpful to examine what economic theory sug-
gests about their role. Broadly speaking, economic theory offers three different ways of examining the
role of innovation and technological change (Box 1).

Regarding the role of innovation in the growth process, economic theory thus remains somewhat
divided, although the new growth and evolutionary theories are showing some signs of convergence.
The attention given to them has contributed to a better understanding of the complexity of the growth
process and the role of innovation.

Some stylised facts: what links innovation and economic performance?

Innovation and technological change are important determinants of economic growth, as demon-
strated in a wide range of empirical studies, at firm, sector and economy-wide levels (Annex 1). Innova-
tion surveys show that firms invest in innovation because they want to gain market share, reduce costs
and increase profits. Innovation surveys for 12 European countries suggest that over 30% of manufactur-
ing turnover derives from new or improved products (Department of Trade and Industry, 1999). In all
sectors, including services, firms need to innovate to respond to sophisticated consumer demands and
to stay ahead of the — often global — competition. More than before, innovation is now at the core of
business activity. Stronger competition, resulting from globalisation and regulatory reform in many sec-
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Box 1. The role of technology and innovation in growth: theoretical considerations

Neo-classical theory. Until the early 1980s, neo-classical theory was the standard way for economists to
analyse growth and the role of technological change. Neo-classical analysis applied an aggregate produc-
tion function to attribute growth to the accumulation of factor inputs (notably labour and capital) in the
production process and to a residual of MFP growth. Initially, this residual was considered to be techno-
logical change, so that the first studies in this tradition suggested that most economic growth was due to
technical change (Solow, 1957). This led to a tradition of growth accounting studies (e.g. Denison, 1967;
Maddison, 1987) which provided a more precise accounting of inputs in the production process. Neo-classical
theory does not help much to explain technological change, as the estimated rate of MFP growth is treated
as a “black box” and technological change is regarded as exogenous to the growth process. Some insight
into the link between MFP growth and innovation has been gained by modelling MFP growth as resulting
in part from investment in R&ED and innovation. Such studies have been undertaken at firm, industry and
country level (Cameron, 1998). Some key results are summarised in Annex 1.

The estimated rate of MFP growth in neo-classical studies is unlikely to account properly for the role
of technological change and innovation, for at least two reasons. First, an important part of technological
change is embodied in capital and labour input. The machinery, equipment and structures used in the
production process are themselves subject to technological change. Technological change is also accom-
panied by a growing demand for skills and an improved quality of labour input. Second, because MFP is
calculated as a residual, all measurement errors become part of it. Nonetheless, MFP is commonly associ-
ated with technical change, since a proper accounting of inputs in the production process implies that dis-
embodied technical change (such as organisational change and learning by doing) and the spillovers
associated with technological change will feed into MFP. The increase in MFP in some OECD countries
over the past years is therefore likely to be associated with technological change.

New growth theories. Dissatisfaction with neo-classical growth theory has contributed to the emer-
gence of so-called “new” growth theories. In these, technological change is not treated as a “black box” or
as “manna from heaven”, but as endogenous to the growth process. Important factors that enable techno-
logical change — human capital, investment in R&ED and capital equipment or the public research
infrastructure — can be incorporated into such models. In addition, the new growth theory allows for
increasing returns to investment in human capital, technology and knowledge. These increasing returns
are directly linked to the spillovers associated with investment in technology. The new growth theories
contain a wide variety of models and insights, and some strongly emphasise Schumpeterian processes of
creative destruction and innovation (Aghion and Howitt, 1998). Some of this work has also focused on
so-called general purpose technologies (Helpman, 1998), such as electricity and ICT, which deserve spe-
cial attention as they have economy-wide applications.

Evolutionary theory. Closely related to the new growth theory and also inspired by the work of Schum-
peter is a third strand of economic theory, based on evolutionary models (Nelson and Winter, 1982). Evo-
lutionary economists argue that innovation and technical change occur as a consequence of information
asymmetries and market imperfections. They make the point that equilibrium concepts may be the wrong
tools for approaching the measurement of productivity change, because if there truly was equilibrium,
there would be no incentive to search, research and innovate, and there would be no productivity growth
(OECD, 2000b). Evolutionary theories also explicitly account for some of the key characteristics of technol-
ogy and technological change (Verspagen, 1999). They suggest that knowledge accumulation is path-
dependent (along “technological trajectories” having some inertia), non-linear (involving interactions
between the different stages of research and innovation) and shaped by the interplay of market and non-
market organisations and institutions (social norms, regulations, etc.) (OECD, 19994). The work of evolu-
tionary economists has not yet been formalised and modelled to the same degree as that of neo-classical
economists and new growth theorists. This is changing, however, and evolutionary economics is likely to
become an important complement to new growth theory. Evolutionary economics is already an important
building block for the concept of national innovation systems that underpins technology and innovation
policy in many OECD countries (OECD, 19994).

tors, is inducing firms to innovate more rapidly and efficiently. Competition leads firms to make innova-
tion more demand-driven and to integrate R&ED and innovation more closely with business strategies.
Therefore, research results are now more likely to be used to generate new products and processes. %9
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Recent OECD data illustrate the growing importance of innovation (OECD, 1999h). OECD expendi-
ture on RED reached almost USD 500 billion in 1997, or more than 2.2% of OECD-wide GDP, following a
strong surge in spending in the second half of the 1990s. The global research effort is larger than ever
before. While the overall R&ED intensity of OECD economies has not yet regained its peak of 1989-90,
the composition and funding of RED has changed significantly (Figure 1). Civilian and business-funded
R&ED has gained in importance at the cost of defence-related and government-funded RED. Overall
business funding of R&ED has grown in many OECD countries over the past years, including the United
States. Growth in business R&D has been particularly rapid in a number of small OECD economies, such
as Australia, Denmark, Finland, Iceland, Ireland, Korea and Sweden.

Increased spending on knowledge goes considerably beyond spending on R&D.? In their move to a

knowledge-based economy, most OECD countries spend more and more resources on the generation of
knowledge. Over the past decade, the rise in investment in public education, software and R&D has

Figure 1. Trends in the funding and composition of R&D in the OECD area, 1981-99
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been particularly rapid in the Nordic countries, Japan and the United States (OECD, 19995). The growing
importance of innovation is also illustrated by a surge in patenting. Since the mid-1980s, the number of
patents granted by the US Patent and Trademark Office (USPTO) has risen steadily (Figure 2), close to
rates observed in the 1950s and 1960s (an era when GDP growth was substantially higher). Since 1995,
patenting has grown exponentially (US Government Printing Office, 2000). The European Patent Office
(EPO) faces a similar surge in patenting, although the surge started later than in the United States. The
rapid growth in patenting is partly explained by changes in legislation (e.g. software is now patentable),
but also seems linked to rapid innovation across technology fields (Kortum and Lerner, 1998). The
major contribution has been from rapid innovation in ICT and biotechnology (Figure 3). This suggests
that technological innovation has accelerated since the mid-1980s and that growth is now more strongly
based on innovation.

The innovation process is also more widespread. Services such as finance and business services
are the main investors in information and communications technologies (see below), services are
increasingly engaged in R&ED and, according to innovation surveys, many services innovate. Innovation
surveys suggest that services are on average somewhat less likely to innovate than manufacturing, but
that several services are more likely to innovate than the average manufacturing firm (see Chapter 4).
Innovation surveys also suggest that many objectives of innovation in services are similar to those of
manufacturing firms: increasing market share, improving service quality and expanding product or ser-
vice range.

Several indicators reflect the increasing impact of innovation and technological change on recent
growth performance. Empirical studies suggest that firms’ stock market valuations are closely linked to
expenditure on R&ED and other intangible assets, including links to top scientists or the Internet (Hall,
1999; Darby et al., 1999; Desmet et al., 2000). Scientific activity, as a key source of basic knowledge for
innovation, continues to increase across the OECD area and has an ever more direct impact on innova-
tion (see below). In addition, technology flows play an increasing role in the balance of payments of
OECD countries, and a growing share of exports originates from medium- to high-technology industries
(see Chapter 1).

Figure 2. Patents granted in the United States, 1900-99
Annual number of patents granted; compound annual growth rate over each period
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Source: US Patent and Trademark Office.
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Figure 3. Innovation in biotechnology and ICT
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In terms of empirical studies, economic analysis remains dominated by neo-classical theory. An
overview of empirical links between innovation and economic performance is provided in Annex 1;
there is evidence of a number of stylised empirical links between innovation and economic perfor-
mance:

— Economies with high levels of income and productivity tend to use knowledge and technology
intensively, and their output is often characterised by high-technology products and services and
by a high degree of innovation. Differences in per capita income and productivity are thus partly
linked to technology gaps. These provide the potential for low-income economies to grow more
rapidly than high-income economies.

- Investment in tangible and intangible assets (human capital, organisational change, innovation
and software) is the key determinant of growth. A large part of investment in tangible assets is
linked to technological change, since new plant and equipment generally embody the latest
technologies. Investment in intangibles is a key factor for innovation, in particular in the services
sector.

— Certain types of investment, for example in innovation and human capital, have spillover effects.
This implies that firms cannot fully capture the benefits of their investment and that these invest-
ments therefore benefit society as a whole.
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— Spillovers also have a global dimension. For many small economies, knowledge and technology
from abroad have a larger impact on productivity than domestically developed technology. How-
ever, to transfer technology and knowledge from abroad, domestic innovation efforts are crucial.

— MFP growth is often associated with innovation. While an important part of innovation and tech-
nological change is embodied in capital and labour input, some is disembodied
(e.g. organisational change or learning by doing) or linked to the spillover effects of innovation
and knowledge. These factors are incorporated in measures of MFP growth.

— Firm-level studies and results from innovation surveys indicate that investment in technology
and innovation is associated with strong firm performance. Innovation is a core business activity,
which is undertaken to increase market share, cut costs or improve profitability.

— Technological change has made regulatory reform possible in important sectors of the economy
by eroding the monopolistic character of industries such as telecommunications. In its turn, regu-
latory reform has stimulated innovation, enabled rapid improvements in productivity, led to
lower prices and enhanced the diffusion of key technologies, such as ICT and the Internet.

— Information technology is a key factor in labour productivity. It has had a strong impact on firm
productivity, particularly when accompanied by organisational change and higher worker skills. It
has helped to improve performance in previously stagnant services sectors, has reduced transac-
tion costs and is crucial for greater networking and co-operation. Together with regulatory reform,
investment in information technology is a main reason why productivity has improved in many
services sectors, even though this is not always fully reflected in productivity statistics.

The determinants of innovation: what has changed?

If innovation and technological change are important determinants of economic performance, as
discussed above, it is clearly useful to analyse patterns of innovation and examine whether there have
been important changes over the recent period that may have affected economic growth. Several
changes in the innovation process, to be discussed below, may be noted:

— As innovation becomes more important to businesses, firms wish to see more concrete results
from their R&D expenditure. This has increased pressure to develop products rapidly.

— More than before, innovation draws on networks and co-operative arrangements, including stron-
ger interaction between science and industry.

— Human capital is central to innovation and is increasingly mobile across firms and international
borders.

— To reap the benefits of innovation, organisational change is often needed.

— The financing of innovation has become more market-driven and is more geared towards funding
risky projects.

— ICT has a major impact on the innovation process.

Technology cycles have shortened as competitive pressures have increased

As innovation has become more important to business and competition has increased, firms wish
to see more concrete results from their RED expenditure. This has led to greater pressure to develop
products more rapidly. Surveys for the United States suggest that the average R&ED project time in firms
fell from 18 months in 1993 to only ten months in 1998 [National Institute of Standards and Technology
(NIST), 1999]. This reduction appears linked to a more applied research focus, i.e. more incremental
improvements, and to shorter product cycles. This is particularly evident for ICT, where the life cycle of
products and services has shortened most. Structural changes in OECD economies may also contribute
to shorter research cycles. The composition of the business sector and of R&D has shifted from tradi-
tional industries (steel, chemicals) with long product cycles and an emphasis on process R&D to more
innovative, faster-changing industries, often with short product cycles (e.g. computer equipment).
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As research cycles have shortened, research has also become more closely tied to business strate-
gies (OECD, 1998a). An important indicator of this change is the move of business RED in large firms
from corporate laboratories to business units. There is some evidence for the United States that this
has helped companies translate research into successful products more effectively (lansiti and West,
1997). Improvements in firm performance in the United States since the early 1990s may thus be due
not only to a greater innovation effort, but also to much improved integration of technology into the
business process. There is a risk of an overly strong focus on short-term R&ED and product cycles, how-
ever, which might lead to under-investment in generic technologies. This could seriously affect the
potential for future technological progress and innovation (OECD, 1998b; NIST, 1999).

A wider diversity of knowledge requirements implies a growing need for networking

Increased competition, linked to globalisation and ongoing regulatory reform, also appears to have
had a substantial impact on the role of research in the commercial strategy of firms. A major aspect of
this change is a shift in many firms from an inward to a more outward orientation. With greater competi-
tion and globalisation, new technologies and innovative concepts have a wider variety of sources, most
of them outside the direct control of firms. The range of technologies required for innovation has also
expanded as firms have moved closer to the scientific frontier and technologies have become more
complex (Rycroft and Cash, 1999). As a result, companies cannot cover all main disciplines, as IBM and
AT&T were able to do in the 1970s. Monitoring other companies across the world and in different mar-
kets has become an essential part of firms’ innovative effort. In addition, the costs and risks of innova-
tion have increased, and firms must increasingly co-operate with other firms to share costs in bringing
innovative products and services to the market and to reduce uncertainty (see Chapter 7). As the need
for co-operation has increased, the transaction costs of co-operation and networking outside the firm
have fallen, primarily thanks to ICT.

Large firms therefore no longer “make” all their innovation in house, in large corporate laboratories.
They have become more specialised and increasingly “buy” to keep abreast of the competition. Firms
can gain access to the required knowledge through several channels. The most important include co-
operation with other firms, e.g. through networks, alliances and joint ventures; integration of other firms
and start-ups through mergers and acquisitions; involvement of specialist knowledge-intensive ser-
vices; interaction with scientific institutions; and mobility of high-skilled human resources. These chan-
nels may be domestic or international. Innovation surveys suggest that inter-firm collaboration is
generally the most important channel for knowledge sharing and exchange (Table 1).

Networks and alliances between firms are growing rapidly

Empirical studies suggest that the degree of collaboration is important to innovative performance
(Brouwer and Kleinknecht, 1999). There is abundant evidence of increasing networking among firms,
whether in the same or another line of business. In Austria, 62% of innovating firms collaborated with
one or more partners. The corresponding share was 75% in Norway, 83% in Spain and 97% in Denmark
(OECD, 19994). Moreover, innovating firms generally interact with several partners rather than a single
one. Even non-collaborating firms do not innovate in isolation, but purchase embodied technologies,
consultancy services and intellectual property, and scan for ideas from a variety of sources. A number of
studies point to the importance of networking for small and medium-sized enterprises (SMEs), as it
offers them an opportunity to combine advantages of small size at firm level, such as flexibility, with
economies of scale at network level. Networking, which enables firms to outsource and to co-operate
with other firms, is facilitated by the development of ICT, which has greatly reduced transaction costs.

Networking takes many forms: research joint ventures, research contracts or cross-licensing agree-
ments. Technology alliances and related co-operative arrangements allow firms to share costs, extend
their product range and access new knowledge and markets. In 1998, such alliances accounted for one-
quarter of the earnings of the US top 1 000 firms, double the amount in the early 1990s (Larson, 1999).
The available data show that the number of technology alliances has grown rapidly over the 1980s and
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Table 1. Relative importance of technology transfer channels'

Australia Belgium Denmark France Germany Ireland Italy 2 Luxembourg Norway K?nngj:ii)dm

Use of others’ inventions 4 4 3 2 5 2 5 4 2 2
Contracting out of RED 8 5 6 5 6 3 6 5 5 6
Use of consultancy services 5 3 4 4 3 5 3 5 3 4
Purchase of other enterprises 7 7 7 7 7 6 8 8 6 7
Purchase of equipment 1 6 2 3 4 4 1 3 8 5
Communication services 2 2 1 1 1 1 2 1 1 1
from other enterprises

Hiring of skilled personnel 3 1 5 6 2 7 4 2 4 3
Other 6 8 8 . 8 8 7 7 7 8

1. Importance ranked from 1 (highest) to 8 (lowest).

2. Adjusted according to ISTAT. "Other" includes "purchase of projects”. The table does not allow for direct comparison, as the response rates differ
considerably between countries.

Source:  OECD (1999a).

1990s, particularly in areas such as biotechnology and information technology (Chapter 7). Firms engage
in these co-operative arrangements for various reasons, several of which relate directly to innovation.
First, the cost of major innovations, such as a new generation of semiconductors or aircraft, has skyrock-
eted and is now beyond the means of any single firm. Second, highly skilled researchers are scarce in
several important areas, and firms may want to share these resources. Third, some key technological
developments, including biotechnology, cross traditional scientific and firm boundaries, reinforcing the
need for co-operation with participants in different fields of expertise (Rycroft and Cash, 1999). Fourth,
joint ventures may reduce duplication of research and thus improve efficiency.

A fifth, and important, reason for co-operation relates to technological standards. Particularly in ser-
vices, co-operative arrangements are often concerned with standards that will allow for compatibility
among different technologies and reduce technological uncertainty. Many such co-operative agree-
ments are linked to problems encountered by firms for using and implementing ICT (NIST, 1998), and
particularly to a sector’s need for compatibility and interoperability, for instance in banking and airlines.
Developing a common standard may be crucial to guarantee a sufficiently large market. For example,
the development of the GSM standard has provided a strong impetus for the development of mobile
telephony in Europe. Establishing a large market is crucial for innovation in many areas, since it may be
the only way to recover high development costs.

Inter-firm collaboration is still predominantly domestic. However, foreign firms, especially suppli-
ers of materials and components and private customers, play a significant and growing role in national
innovation networks. For instance, except in the United States, firms tend to have more strategic alli-
ances with foreign firms than with firms in the same country (Figure 4). A Danish survey suggests that
internationalisation of innovation networks does not necessarily weaken domestic linkages (OECD,
19994). Greater international competition appears to have strengthened Danish networks while opening
them to international customers and suppliers. The growing importance of international networks is
reflected in the increasing share of patents with inventors from different countries, which doubled
between the mid-1980s and the mid-1990s (from 2.5% to almost 5%).

Localised clustering is also of increasing importance, however, as the success of local clusters such
as Silicon Valley demonstrates. The strength of local clusters is commonly associated with the value of
tacit knowledge in the innovation process and with the localised nature of knowledge spillovers. Tacit
knowledge, such as is embodied in skilled personnel, is less easily acquired at a distance; face-to-face
contact and proximity remain important. In addition, clusters are often linked to local advantages, such
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Figure 4. International and domestic strategic alliances in small and large economies
Number of alliances per 1 000 population, 1990-99
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Source: Thomson Financial Securities Data.

as concentrations of highly specialised skills and knowledge, institutions, rivals, related businesses,
and sophisticated consumers (Porter, 1998; OECD, 1999¢). It may be that such local advantages will be
the main source of future comparative advantage, since they are not readily mobile. Many countries’
efforts to build clusters and centres of excellence seem partly based on this view (see Chapter 2).

Links to the science base are more important than in the past

The business sector relies on scientific research and interaction with the science system to feed the
innovation process. Basic scientific research is the wellspring of many of the technologies that are trans-
forming our societies, including the Internet. Innovation in key sectors such as information technology
and biotechnology is closely linked to advances in basic science. The long gestation period and accom-
panying high cost and uncertainty involved, plus the difficulty most firms face in generating sufficient
financial returns from basic science, indicate that governments need to support long-term research.

Support for the science system may have other economic benefits, however (Salter and Martin,
1999). Apart from its role in increasing the stock of fundamental knowledge, publicly funded research
provides skilled graduates, who are essential to firms that wish to adopt new technologies, new instru-
ments and methods for industrial research and greater capacity to solve scientific and technological
problems. Other benefits include the role scientific institutions play in the formation of worldwide
research and innovation networks, which are increasingly considered of key importance to technology
diffusion and innovation. In this sense, countries often need a sufficiently developed scientific infra-
structure in order to benefit from the global stock of knowledge. Finally, science plays a role in creating
new firms or spin-offs (see Chapter 5).

The science system now influences innovation more directly. Interaction between the science sys-
tem and the business sector is more frequent than in the past (Figure 5) and technological innovation
often makes more intensive use of scientific knowledge than before. In ICT and biotechnology, the fron-
tier between science and technology is blurring, as fundamental discoveries can lead both to scientific
publication and commercial success. The links between science and industry are very strong in areas
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Figure 5. The increasing intensity of science-industry interaction
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such as pharmaceuticals, organic and food chemistry, biotechnology and semiconductors, but weaker in
areas such as civil engineering, machine tools and transport (OECD, 1999a).

A study of scientific publications in the United Kingdom (Katz and Hicks, 1998) shows that the
share of articles authored by industry scientists with a university co-author rose from 20% in 1981 to 40%
in 1991. Trends are similar in the United States [National Science Foundation (NSF), 1998]. A recent
study (Narin et al., 1997) shows that 73% of references to published articles in patents were to “public”
science — academic, governmental and other public institutions. The number of references to public sci-
ence nearly tripled over the six-year period studied. Biotechnology companies, in particular, rely to a
large extent on the science base. A recent analysis of US patent citations found that more than 70% of
biotechnology citations were to papers originating solely at public science institutions (McMillan et al.,
2000). The extension of patent protection to publicly funded research has almost certainly helped to
strengthen the role of science in the US innovation process (Jaffe, 1999). A series of studies on the bio-
technology industry (Darby and Zucker, 1999) showed that the commercial success of companies in this
industry is closely linked to their connections with the scientific community (e.g. the participation of
renowned scientists on the board).

The growing impact of science on innovation is closely linked to the decline of corporate laborato-
ries. In many cases, firms have contracted out some of their research to universities (OECD 1998a).
University-business links take various forms, including research contracts, research co-operation, patent
deals, mobility of researchers and consulting. Consequently, an increasing share of university research
is funded by business, including in large R&ED spenders such as Germany, Japan and the United States.
Large increases in the role of business over the past decade can be observed in Australia, Canada,
Finland, Germany, the Netherlands and the United States (OECD, 19995).

The importance of the science link differs depending on a country’s industrial specialisation and
the strength of the interaction (including incentives for researchers and enterprises) between the sci-
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ence system and the enterprise sector. Some innovation systems have a strong link between science
and industrial innovation (e.g. Canada, Denmark, the United Kingdom and the United States).> Others,
like those of Germany, Japan and Korea, and, to a lesser extent, those of Austria and Italy, are more
geared towards engineering excellence and the rapid adoption and adaptation of technological innovation.

Second, government policy has had a significant effect on the links between science and industry.
In the United States, the extension of patent protection to publicly funded research has helped to
strengthen the role of science in the innovation process (Jaffe, 1999). The science link has also benefited
from the introduction of co-operative research and development agreements (CRADAs) between firms
and public laboratories. These agreements, which are intended to facilitate technology transfer from the
public sector to private industry, have grown rapidly over the 1990s. While the United States was the
first to implement such policies, other countries have recently undertaken similar measures
(see Chapter 5).

Foreign direct investment and trade links are needed to access global knowledge

Trade and foreign direct investment (FDI) remain significant sources of innovative ideas and con-
cepts and may take on greater importance as the complexity of innovation at the technological frontier
makes it increasing difficult for individual firms and countries to engage in innovation. High-technology
industries have experienced the greatest increase in international trade during the 1990s
(see Chapter 1). In recent years, trade also increasingly affects sectors of the economy previously con-
sidered non-tradable, thereby strengthening competition and the diffusion of new concepts, technolo-
gies and ideas to these (services) sectors, and contributing to improved performance. In several
services, such as retailing and retail banking, expansion to international level is important once firms
face saturated domestic markets. It also allows companies to gain access to new knowledge, innovative
concepts, services and ideas and to new technologies.

FDI has grown more rapidly than trade over the past decade. It plays a particularly large role in dif-
fusing knowledge and ideas in services, where local presence is often a necessity. Its relative impor-
tance varies considerably across countries. Countries with a large net inflow of FDI, such as Ireland, are
likely to obtain important net benefits from technology and knowledge flows. Countries like Japan,
where the stock of inward investment remains very small relative to GDP, are less likely to benefit from
technology and knowledge inflows. Outward FDI is undertaken for many purposes, such as gaining
access to markets and benefiting from local research capabilities and knowledge spillovers. While mar-
ket access has always been important, particularly in services, it has become more so. Recent studies
suggest that domestic productivity benefits if outward investment goes to R&D-intensive countries, an
indication that FDI aims at obtaining ideas from abroad (Lichtenberg and Van Pottelsberghe, 2000). To
benefit fully from such spillovers and exploit local capabilities, however, firms need to undertake their
own R&D.

In the area of trade and FDI, other factors have emerged in the 1990s. First the nature of FDI has
changed, with mergers and acquisitions (M&A) now accounting for more than 85% of total FDI (Kang and
Johansson, 2000). Over the 1991-99 period, cross-border M&EA grew more than ten-fold. As markets
become more global and the cost of innovation — and production more generally — increases, econo-
mies of scale have become more important; in many industries, optimal firm size seems to have
increased.? This has contributed to a wave of M&A, which represented USD 3.4 trillion in 1999, after
USD 2.5 trillion in 1998, already a record year (Thomson Financial Securities Data, 2000). In contrast to
past M&A, most now aim at reinforcing the core business of firms. The ten largest M&A in 1999 were all
between firms in the same industry (Kang and Johansson, 2000). While technology is only one factor in
the rise in M&A, it is a far from trivial one.

Start-up firms play an important role in the innovation process

Small start-up firms have gained prominence in the innovation process as important sources of new
ideas and innovation. In emerging areas, where demand patterns are unclear, risks are large and the
technology has not yet been worked out, small firms have an advantage over large established firms.
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They can be more flexible and more specialised and may also be better than large firms at channelling
creativity and providing the right incentives. While start-up firms often mainly rely on personal sources
of finance, new mechanisms, such as venture capital and the associated entrepreneurial expertise, have
allowed these firms to grow rapidly.

A small share of all start-ups either grow rapidly (e.g. Microsoft) or are purchased by large firms
which then develop and commercialise their technology. In the United States, it has become part of the
technology strategy of large firms (e.g. Cisco) to go “shopping” in Silicon Valley, after the market has
made a first screening of innovative projects. For instance, Microsoft acquired shares in 44 firms for
USD 13 billion in 1999, and Intel in 35 firms for USD 5 billion. The changing innovation process has thus
made small start-up firms more important, as they are pioneers on new frontiers (electronic commerce,
genetic engineering) and develop specialised niche markets (OECD, 2000a).

Knowledge-intensive business services are important intermediaries in innovation

Some services, such as consultant, training, RED and computing services, play a key role in innova-
tion networks. These knowledge-intensive business services (KIBS) facilitate innovation in other firms,
help carry innovative concepts and ideas to other firms and are important sources of innovation in their
own right (Den Hertog and Bilderbeek, 1998). They rely on highly specialised skills, are important users of
IT and are generally regarded as making an important contribution to the “distribution power” of national
innovation systems. Thus, they help improve the economic performance of the system as a whole.

The evidence suggests that these services are gaining in importance and are among the economy’s
most rapidly growing sectors (OECD, 1999d). In the United States, for example, Bureau of Economic
Analysis (BEA) data show that the share of business services in the economy doubled from 1980 to 1997,
to reach 5.1% of business sector value added. The increasing importance of these services is partly
linked to the difficulties many firms experience in incorporating new technologies and adapting to glo-
balisation and new demands, such as the greater need for communication. Owing to the growing com-
plexity of OECD economies, more specialist advice is needed, so that KIBS constitute a second
knowledge infrastructure, supplementing the one that consists of universities, research institutes and
traditional knowledge transfer institutions (see Chapter 4).

Human capital is a key resource for innovation and has become more mobile

Although the information economy is accompanied by an increasing codification of knowledge,
much knowledge remains tacit, embodied in people’s skills, experience and education. Human capital
is therefore crucial to the innovation process, and innovation surveys point to a lack of skilled person-
nel as one of the greatest barriers to innovation. This is particularly true in the services sector, where
innovation is not always related to technology, and where people and the skills they embody help drive
innovation (see Chapter 4). Certain indicators point to an increasingly important role for human capital
in the economy in general, and in the innovation process in particular (OECD, 1999e):

— The share of researchers and scientists in the labour force continues to increase, particularly out-
side the United States, as part of a general trend towards upskilling of the labour force
(see Chapter 1).

— Skilled workers and researchers are increasingly mobile across firms and national borders,
thereby providing an important contribution to knowledge transfer.

Most of an economy’s skill needs are met by the national education system and by business sector
training. The OECD Jobs Study stressed the need to improve the effectiveness of the institutions and
processes that provide skills and competencies (OECD, 1999f). A properly functioning education and
training system helps to equip people with the skills they need to work and participate in society and
also helps to match qualifications needed by business and those of the labour force. Some needed
changes in the system have become more evident in the 1990s. First, initial levels of education are no
longer sufficient in an economy which demands change continuously; lifelong learning is increasingly
important. Second, the skills required by an economy more based on innovation and technological 109
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change — creativity, working in teams and cognitive skills — were less needed in the past (Stiglitz, 1999).
Third, in some countries, shortages of specific categories of highly skilled personnel, such as ICT work-
ers and scientists and engineers, have emerged in recent years, a potential sign of specific rigidities in
these areas. Fourth, owing to the growing importance of personnel mobility for innovation, barriers to
mobility and rigidities in education and training systems may inadvertently reduce knowledge flows
within an economy.

The domestic market is not always able to meet the demand for skilled workers and engineers.
Most OECD economies have therefore, at some point, relied on immigration. Owing to the rapid ageing
of the workforce in most OECD countries, some are likely to need to turn again to immigration. While
openness to immigration is therefore generally needed, highly skilled personnel, such as good scien-
tists and entrepreneurs, are even more in demand. A country that can attract and retain such people
may be at an advantage in a situation where innovation and new firms are necessary to success.

Several factors are likely to play a role in attracting skilled immigrants. Many come as students, but
stay to become scientists or start a firm. For example, in 1995, 50% of US doctoral degrees in mathemat-
ics and computer science and 58% of engineering degrees were earned by foreign students. Other immi-
grants may be attracted by job, scientific or entrepreneurial opportunities. Scientists, for instance, are
often attracted by the research opportunities offered by world-class research centres. There are indica-
tions that the United States was able to sustain rapid growth in the ICT sector, particularly in the soft-
ware segment where human capital is the key input, by tapping into international sources of skilled
workers. Immigration may therefore be one of the factors that have enabled the US boom to continue,
as it filled some of the most urgent skill needs. Australia has also benefited from immigration. Between
1987 and 1999, its net inflow of scientists and engineers numbered 55 000, of which 27 000 were engi-
neers and 16 000 computer professionals. The net inflow is equivalent to the graduate output of engi-
neers and scientists of five to six Australian universities over the period.

One country’s gain often comes at the expense of another’s. While systematic international data on
the mobility of human resources for science and technology do not exist (Carrington and Detragiache,
1998), the largest net loss of scientists and engineers appears to have occurred in non-OECD countries,
such as China, India and Russia. The outflow from these countries may have substantial negative conse-
quences, although in some cases the “brain drain” becomes a circular flow of human resources with a
positive impact, when specialists return with new knowledge, important personal contacts and connec-
tions to the global research community. In combination with knowledge of the domestic economy and
culture, these can help create new business opportunities.

Organisational change is required to reap the benefits from innovation

Innovation is not only associated with changes in skill requirements, but also with organisational
change. The successful introduction of new technologies and innovative concepts and processes often
depends on new work practices, such as the adoption of work teams, multiskilling and job rotation, quality
circles, just-in-time production practices, increased autonomy and responsibility of work groups and flat-
ter hierarchies. Organisational change is in some cases a prerequisite for adopting advanced technology.

Such organisational change may directly contribute to productivity gains. Studies for the United
States demonstrate the strong impact of the implementation of better workplace practices on produc-
tivity (Black and Lynch, 2000). The use of information technology (IT) is also closely associated with
organisational change. A recent study analysing the relationship between organisational practices, IT
use and skills found that the use of IT complements the new workplace organisation that gives broader
responsibilities to line workers, decentralises decision making and entails more self-management
(Bresnahan et al., 1999). Similar experiences can be observed in the services sector (see Chapter 4).

The financing of innovation has become more market-driven

Finance is a key requirement for innovation and the past decade has seen an enormous change in
the financing of innovation. Certain financial systems that funded mature industries relatively efficiently
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have been less effective in providing capital to emerging industries and firms. New firms tend to have
little access to retained earnings (cash flow and depreciation), and if they therefore have limited access
to finance, they cannot grow or invest in innovation. A financial system able to address this problem is
clearly at an advantage. Of course, innovation raises special issues related to finance. It is often risky,
subject to big monitoring problems and to imperfect appropriability, and investors therefore may be
reluctant to finance innovative activities and firms. This is particularly a problem for small firms and
start-ups, which lack the collateral, the reputation and the market power necessary to capture the
rewards of innovation. Three issues are of particular importance:

— The role of financial systems, including secondary stock markets, in funding new firms and the
impact of cross-country differences in corporate governance systems.

— The emergence of venture capital markets, which combine the financing, management and nur-
turing of risky projects.

— Government continues to play an important role in funding innovation despite the growing
importance of market-based finance.

Financial systems do not fund new firms equally effectively

Following the financial liberalisation that began in the mid-1980s, financial markets (shares and cor-
porate bonds) have gained in importance at the expense of bank credit. There are clear differences
among countries, however, as regards the respective roles of banks and financial markets, the owner-
ship and control of firms, financial regulations and corporate law. In countries such as Germany and
Japan, relations between firms and banks are close, and ownership is highly concentrated. This type of
corporate governance is typically referred to as an “insider system”. Conversely, “outsider systems”,
found in countries such as the United States and the United Kingdom, are characterised by widely dis-
persed ownership and a stronger role for financial markets, both in providing capital and in determining
business strategies.

The growing importance of innovation and the emergence of certain new industries has implica-
tions for the effectiveness of these systems. A properly functioning financial system must facilitate the
process of creative destruction. The conditions for industrial restructuring may be better guaranteed in
“outsider” systems, where greater transparency and information disclosure and dispersed ownership
are accompanied by relatively high flexibility. Changes in corporate control, through mergers, take-
overs or split-ups are more common in systems largely based on financial markets rather than on banks,
as shareholders seek more systematically to maximise the value of the firm. Financial markets are also
better able to write off the value of declining firms and thus release capital for new ventures. Because of
sunk costs, banks are often more reluctant to write off loans and sell equity even when they know that
its value has dropped. “Insider” systems may have other advantages, however. Concentrated ownership
tends to imply more effective monitoring of management and can be helpful in overcoming agency
problems between owners and managers of firms. Bank-based systems may also be quite effective in
supporting long-term investment in mature industries (OECD, 20004).

The major weakness of debt-financed investment for funding new firms is the asymmetry of risk
and reward. Whereas the lender bears as much risk as the shareholder, the lender has a fixed reward,
equal to the interest payment, whereas shareholders may benefit much more. New firms are thus often
unable to obtain bank loans. In countries where banks play a major role in finance, governments have
sometimes provided either direct loans or bank guarantees to small and new firms, while large estab-
lished firms have often been the major players in new industries, e.g. in mobile telephony in Europe
and Japan.

Since bank funding is difficult to acquire, new firms often rely on equity capital, which may be more
readily available, depending on the maturity of the stock market. Because access cost to financial mar-
kets may be high, secondary financial markets have been set up in many countries (the NASDAQ in
1973, several “new markets” in Europe since 1996) and have lower entry barriers, especially as regards
past performance. These markets have been very successful, judging by the number of firms quoted
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and the amount of capital raised. They are not always sufficient for risky projects, however. Venture cap-
ital fills this need, as it offers a way for business projects to mature in the earliest stages.

Venture capital is essential for new firms and risky projects

Venture capital (VC) has recently played a key role in the funding of innovative firms in the
United States and is now developing rapidly in Europe and Asia. It is a major factor in the development
of technology start-ups, as it is primarily aimed at the commercial implementation of a major innovative
idea or technology. Venture capital consists of equity or equity-linked investments in young, privately
held companies, where the investor is a financial intermediary and is typically active as a director, advi-
sor, or even manager of the firm. Using a variety of mechanisms, VC finances risky projects in the early
stages when firms have no tangible assets. First, business plans are intensively scrutinised, and a very
low proportion of all submitted plans is actually funded. Second, VC disburses funds by stages, to
ensure that they are well spent. Third, VC intensively monitors managers, by demanding representation
on the board of directors and preferential stock embodying restrictive clauses. Fourth, VC firms seek to
integrate the technologies they handle to make them complementary. VC is thus much more than
investment; it nurtures new firms in a process that is highly dependent on the venture capitalist’s expe-
rience. The possibility for venture capital investors to exit through an initial public offering (IPO) is also
important, as they only invest if they can recover their liquidity. Secondary financial markets are impor-
tant in this respect, as they allow access to firms with limited track records.

While there are few systematic empirical studies, considerable evidence suggests that VC invest-
ment has significantly influenced innovation and growth. In the United States, most large high-tech
firms in recent decades are the offspring of VC (e.g. Microsoft, Netscape, Compaq, Sun Microsystems,
Intel, Apple, Digital Equipment Corp., Genentech). Over the past 25 years, almost 3 000 US companies
financed by venture capital have gone public. In 1999, 271 venture-backed companies went public in
the United States, accounting for half of all IPOs (Thomson Financial Securities Data, 2000). Exploring
the experience of 20 US industries over a 30-year period, Kortum and Lemer (1998) find that, for a given
amount of R&ED, VC-backed firms have a better innovation record than other firms. Even though VC rep-
resents less than 3% of RED, it accounted for 15% of patenting in the 1990s. In addition, patents from VC-
backed firms are more often cited and more aggressively litigated than other patents, a sign of their
higher technological and economic value. VC-backed firms are also frequent litigators of trade secrets,
which suggests that they are also strong in non-patented technology.

The VC industry is not yet equally developed across the OECD area. It was traditionally a US phe-
nomenon, with some diffusion in Canada and to a lesser extent the United Kingdom. In the United
States, VC experienced a rapid expansion in the early 1980s, after pension funds were allowed to invest
part of their assets in risky ventures. In Europe, the VC industry was small until a few years ago, except
in the United Kingdom and the Netherlands, and not focused on high-tech segments and early-stage
funding. It has surged in all countries since 1995, especially in technology-related fields. The share of
early stages and expansion is still relatively low, however (Figure 6). In Japan, VC is still underdevel-
oped compared with other OECD countries. Japanese venture capital firms are mostly subsidiaries of
financial institutions that provide financing mainly in the form of loans to established SMEs. VC in Japan
typically is not involved in the management of firms and so does not bring any expertise to them. Even
so, there are now some 50 independent venture capital companies, and the share of early-stage
involvement is increasing.

The data on VC investment shown in Figure 6 may overstate the importance of VC in different coun-
tries, as it is not the size of VC investment alone that matters for its impact on the economy. Of equal
importance is the quality of the support provided by venture capital firms to innovators. Other signifi-
cant factors include the composition of investment, such as the share of investment channelled to early
stages or high-technology firms; the number of deals being concluded; and the availability of comple-
mentary factors, such as the experience of the venture capitalists. Anecdotal evidence suggests that the
VC market is currently expanding very rapidly in the OECD area, particularly in Europe, and that a lack
of VC capital is a less severe constraint than it was only two years ago.
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Figure 6. Venture capital investment in early stages and expansion as a percentage of GDP
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Source: European Private Equity and Venture Capital Association, 1999 Yearbook; US National Venture Capital Association, 1999 Venture Capital
Yearbook; Ministry of Trade and Industry Japan.

Venture capital is often complemented by stock options, which allow new, cash-less firms to hire,
retain and motivate highly skilled staff whom they could not otherwise afford. Stock options imply that
executives and employees take on a considerable amount of individual risk. According to a survey by
the NVCA, 92% of venture-backed firms in the United States awarded stock options to their employees
in 1996. While they were initially mainly provided to high-level senior staff, an increasing number of
companies, small and large, give options to a large share of their employees, sometimes to all.

Government investment in innovation remains crucial in some areas

While changes in financial markets have increased the role of business in funding innovation, there
are certain areas where government funding remains essential. The limited appropriability of knowl-
edge, especially basic knowledge, and the high risk involved in certain projects lead market forces to
under-invest in research. The clearest role for government is investing in scientific research (see above).
The available data suggest that support for basic research has remained stable as a percentage of GDP
(see Chapter 1), probably because the decline in overall government support for RED has primarily
affected research aimed at defence technologies and economic objectives. Relative support for
research on health, the environment and the advancement of knowledge has risen; this suggests that
science has suffered less from the cutback in public funding than technology.

Governments provide support not only for the science base, but also for more applied research
and generic technologies. Most OECD governments stimulate R&ED and innovation in the private sector
as the gap between private and social returns to R&D may mean that the private sector tends to under-
invest in RED (see Chapter 6). Second, uncertainty is inherent in innovation. It is generally difficult to
predict the cost and duration of a project and the commercial success of its outcome. Where failures are
common, projects are usually funded only when the expected return is higher than that of less risky
alternatives. The interest of society as a whole, however, may be different, since some riskier projects
may help to meet important public needs in areas such as energy, defence and health or may be
needed for developing generic technologies.

Indirect support, in the form of tax incentives, is generally the preferred support instrument if the
objective is to reach all R&ED-performing firms. Direct support is typically provided when governments
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wish to be more selective.” A key question in this regard is whether governments can identify accurately
enough the areas to which public support should be directed. The issue is not so much one of “picking
winners”, but of identifying innovations with potentially large externalities (Stiglitz, 1999). Furthermore,
the design of programmes is important, particularly to avoid market distortions. In addition, govern-
ment-funded projects may bias market forces (favouring technologies or firms that may not be the most
efficient for society) and divert resources that are also needed by business (David et al., 1999). Evalua-
tions at programme level have provided important insights:

¢ Public support enlarges the scale and quickens the pace of R&ED, but only rarely reorients the
existing research themes of recipient firms.

e There is some trade-off between increasing “additionality”, the change due to the policy com-
pared to what would have happened in its absence, and ensuring greater economic impact.
There is evidence that programmes which attempt to influence the research agenda of firms too
much fall short of expectations in terms of their commercial outcome.

e Programmes that give preference to consortia of firms and invite the participation of universities
and research institutes yield a wider range of benefits than those that fund single companies.
Even if they do not directly induce firms to go much beyond their research agenda, they contrib-
ute indirectly to expanding the research frontier over the longer term by encouraging research
synergies and by creating lasting networks.

e Matching fund requirements as well as competition among applicants for funding increase the
efficiency of programmes and reduce the risk that they attract only second-level research
projects and less-qualified research teams.

The role of ICT in innovation

The above discussion has addressed a number of changes that have taken place in the innovation
process. In many cases, ICT plays a major role. First, ICT is the technology area with the highest rate of
innovation as measured by patents granted. Among other things, the high rate of patenting in this area
points to the many changes in ICT hardware and software that are needed to use ICT effectively. Sec-
ond, ICT is enabling many of the changes in the economy and the innovation process that help make
other economic sectors more innovative. Some aspects of this role are:

¢ ICT has helped to break down the natural monopoly character of services such as telecommuni-
cations, which has enabled regulatory reform, fostered productivity growth and made these ser-
vices more tradable, so that investment in innovation has increased and the services have
become more innovative.

ICT speeds up the innovation process and reduces cycle times, resulting in a closer link between
business strategies and performance. For instance, computer simulations of molecular dynamics
are proving extremely important in biochemistry and are directly affecting drug development.
Many prospective drugs can now be identified and if necessary rejected using computer simula-
tions rather than time-consuming testing (OECD, 1998¢).

ICT has fostered greater networking, as it facilitates outsourcing and improves co-operation with
suppliers, customers and competitors. In enabling networking, it also appears to be a major
driver of the globalisation process.

e ICT makes possible faster diffusion of codified knowledge and ideas within and across borders.

ICT has played an important role in making science more efficient and linking it more closely to
business (OECD, 1998c).

The roles of innovation and information technology in recent growth performance are closely
related. Some recent changes in the innovation process and related impacts on innovation could not
have occurred without ICT. Conversely, some of the impact of information technology might not have
been felt in the absence of changes in the innovation system and the economy more broadly. The many
and complex links within the economy demonstrate that no single factor determines growth.
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Economic growth in the OECD area: how has innovation affected performance?

An examination of the patterns above suggests a few recent developments in the area of innova-
tion and technological change that may have affected economic performance over the past decade:

e First, innovation is more market-driven than in the past. The role of business in funding innova-
tion has increased, financial markets have become more geared towards funding risky projects
and new firms, and competition has forced firms to innovate more rapidly and more efficiently.
Both R&ED and product cycles have shortened considerably. Commercial success linked to inno-
vation is an important determinant of a firm’s ability to compete and its productivity.

Second, the innovation process is more global and has a broader variety of sources. Knowledge
and technologies diffuse more rapidly, competition is stronger, scientific research has a stronger
impact on the innovation process and is in turn more affected by business. New ideas and tech-
nologies emerge from many sources. Since knowledge and innovation now have such a broad
basis, networking, co-operation and openness are crucial to the innovation process and impor-
tant sources of externalities and spillovers. ICT is a principal enabler of networking.

¢ Third, innovation is more widespread, so that the basis of economic growth is broadened. ICT, in
particular, is enabling growth and innovation in the services sector (see Chapter 4).

Fourth, and as a result of these changes, the appropriate role of government has changed. Differ-
ences in economic performance may be linked to the degree to which governments have
adapted to the new policy environment.

There have thus been significant changes in the drivers of innovation and in the role of innovation
in economic growth. Information technology, in particular, has offered new potential for growth, as it
enables performance improvements throughout the economy, even in sectors previously characterised
by slow productivity growth and limited innovation. While the potential exists, current growth in OECD
countries suggests that only a few countries, including the United States, have been able to reap the
benefits of information technology and other developments in the area of innovation. This suggests that
the benefits of technological change are conditional on a range of complementary factors and policies.

For the United States, recent studies point to a number of factors that have helped to improve
innovation and growth performance over the past decade (National Research Council, 1999a; 19995).
These factors include: stable and supportive macroeconomic policies; significant liberalisation of prod-
uct markets over the past two decades, for instance in transport, finance and communications; trade lib-
eralisation; relatively permissive antitrust policy; and important changes to intellectual property rights
and innovation policy.

Regulatory reform and the introduction of greater competition have been powerful engines of change in
the United States, as well as in many other countries, over the past years. They have enabled strong perfor-
mance improvements in sectors such as electricity, gas and water, transport and communication, wholesale
and retail trade, finance and many other services. In some cases, notably telecommunications and electricity,
it is technological change that has permitted regulatory reform, however, since it has eroded the natural
monopoly character of these industries. In turn, regulatory reform has given a strong push to innovation in
many sectors, leading to many new products and services and new ways of doing things.

Changes in antitrust legislation have also driven change by making collaboration in pre-competitive
research possible and by helping the business sector to achieve necessary restructuring. The series of
changes in patent legislation, starting with the Bayh-Dole Act of 1980, have also been important. The exten-
sion of patent protection to publicly funded research has had a significant impact on the rate of technology
transfer from this sector (Jaffe, 1999). Also underlying strong US performance are certain scientific and techno-
logical breakthroughs that have emerged from publicly funded research over the past decades. Federal sup-
port has been particularly important for information technology, and many key technologies — computer
time-sharing, the Internet, artificial intelligence — have resulted from publicly funded research. Support for
the physical infrastructure for research in this area has also been crucial (National Research Council, 1998).

These changes in the policy framework and the growing pressures of globalisation have signifi-
cantly changed how US firms operate. They have encouraged greater specialisation, as firms have
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focused on core competencies and outsourced other activities, as well as greater consolidation and
internationalisation. Most importantly, however, the US business sector has shown a great ability to
introduce new products and processes, many of them from new firms.

Most other countries that have done well over the past decade (Australia, Denmark, Finland,
Ireland, the Netherlands, Norway) are much smaller than the United States and some drivers of perfor-
mance are quite different (OECD, 19994). Large and highly developed countries, such as the
United States, offer markets with sophisticated customers and opportunities to reap economies of scale
while maintaining diversity in RED activities. Innovators in smaller high-income countries generally
have to internationalise more rapidly and specialise more narrowly (mobile communications in
Finland). They profit greatly from free flows of technology across borders and their innovation systems
are often focused on capturing the benefits of technology inflows.

It costs proportionally more for smaller countries to maintain institutions (e.g. in education and sci-
ence) that cover a broader range of fields than can be used by the business sector. On the other hand,
technological changes in ICT, combined with deregulation and globalisation, may reduce the scale
advantages of large countries. It is therefore noteworthy that it is primarily a group of small countries
that is currently able to achieve strong economic performance. A number of successful small countries,
such as Finland, Ireland and Korea, may also have benefited from being relative latecomers in terms of
innovation and growth. As a result, their innovation systems may have less inertia than the innovation
systems of early starters and can thus more easily turn to new priorities and growth areas.

Several such countries, including Australia, Denmark, Ireland and the Netherlands, have been
identified by the OECD as having followed many recommendations of the OECD Jobs Strategy (OECD,
1999f). They have undertaken broad programmes of structural reform that have led to improvements in
the labour market and in the economy more generally. Many countries with strong performance had also
been identified as having innovation systems that functioned relatively well (OECD, 19985).

In countries where MFP growth has improved, such as Australia, Denmark and Ireland, several fac-
tors have been important. For instance, a recent study for Australia links the significant improvement in
MFP growth over the past decade to a range of microeconomic reforms (Productivity Commission, 1999).
These have helped to improve the allocation of resources, increase specialisation, encourage reorgani-
sation and the implementation of better work and management practices, increase the use of advanced
technologies and the rate of innovation, and raise workforce skills.

Growth performance in the Irish economy can also be attributed to a range of structural factors, with
the ability to attract FDI probably the basis of much of Ireland’s success (OECD, 1999¢). In Denmark and
the Netherlands, improved growth performance can be linked to structural reforms in both product and
labour markets (OECD, 19994). In the Netherlands, however, improved growth performance has not
been accompanied by faster MFP growth, as growth has brought many low-skilled workers back into the
labour force, thus lowering productivity growth (Pomp, 1998).

Innovation and growth: how can policy contribute?

It appears that growth is not due to any single factor but that technological change and innovation
are — in many ways — central to the growth process. The role that policy can play does not directly follow,
however. Government policy generally rests on three pillars:

— Establishing the right business climate. Firms invest in innovation if they expect sufficient private
returns and if competition forces them to improve performance. Establishing the right business
climate, by ensuring that labour, product and capital markets function efficiently, is a core task of
government. Regulatory reform in services sectors, openness to trade and FDI, reform of regula-
tions that limit the number of start-up firms and policies that open the way for more flexible
sources of finance for new firms are all important elements of an innovative business climate.

— Stronger capabilities. Innovation depends on scientific research and the broader economic benefits
that stem from an effective science system. Ensuring a strong and effective science system with
links to the broader economy remains largely the responsibility of the public sector. However, a
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balance needs to be struck between promoting competition for funds and earmarking them for
specific projects or groups. Transparent competition is essential so that funding goes to projects
that react to new opportunities rather than to the entrenched interests of incumbent “experts” or
particular institutions. Capacity building in certain fields is also likely to require targeting funding
to the creation of “centres of excellence”, as world-class research centres play an important role
in the formation of research networks and clusters. In most cases, these should be closely linked
to the scientific, technological and economic specialisation of a country or region.

— Collaboration. Because innovation increasingly relies on co-operation, the lack of interaction among
scientific institutions, the business sector, the public sector and others can seriously affect the
innovative capacity of OECD economies. Governments can help to improve the functioning of the
“innovation system” by reducing regulatory barriers, enhancing knowledge flows, encouraging
upskilling and labour mobility and stimulating the exploitation of publicly funded research.
Moreover, as knowledge creation is increasingly global, networking and co-operation will require
a more global perspective. An economy insufficiently open to knowledge and networking may
find that the long-term costs are high.

Governments can therefore play an important role in strengthening growth performance and
unleashing the innovation potential ® It is also important, however, to point to a range of challenges and
dilemmas that remain:

— Codified knowledge is increasingly a global public good which diffuses rapidly across countries.
The issue is therefore how to ensure sufficient creation of basic knowledge, since firms and coun-
tries may want a “free ride” on basic research carried out elsewhere. However, beyond adding to
knowledge, countries have good reasons for needing to invest in their own basic R&ED. Own R&ED
is increasingly needed to understand and absorb knowledge developed abroad (Verspagen,
2000) and to develop the skills needed to use knowledge effectively; it can also give a country
first-mover advantages in its areas of specialisation (Stoneman, 1999).

— Means need to be found to stimulate the mobility of human resources in the economy and across
borders while ensuring sufficient investment in training and development of skills.

— There is a tension between the need for greater networking and co-operation in the economy and
the need for strong competition. The risk exists that certain technological changes may be accom-
panied by increasing returns to scale and possible “winner-take-all” scenarios. Continued vigi-
lance on the part of competition authorities seems warranted.

— Strong intellectual property rights increase private returns to investment but may reduce the
social benefits of innovation. Extending IPR into areas such as business practices may have detri-
mental effects on diffusion of new methods and reduce overall economic performance.

— It is feared that some policies that may be needed to strengthen innovation in OECD economies
may affect social cohesion and create inequalities. The use of stock options and other non-wage
benefits may increase income inequalities. Low-skilled workers may be unable to benefit from
developments such as the Internet. While it is unclear to what extent these concerns are justified,
they are familiar in discussions of structural reform (OECD, 1997). What may be needed is a com-
bination of two policy approaches, with education and training policies giving greater weight to
the needs of the low-skilled and to lifelong learning, and with market mechanisms being allowed
to reflect relative scarcities through wage and non-wage signals.

— The United States, and to a lesser extent Australia, have benefited from immigration and the
diversity of knowledge, ideas and people it entails. The ability of countries to embrace change
may be linked to a culture that is open to new ideas and to experimentation. This may imply a
government less clearly in control of determining society’s future and one that may wish to
develop ways for society to be more involved in determining policy. Ultimately, transforming
society depends on changing how people think, and this requires actively involving people in
the learning process (Stiglitz, 1999). 17
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Annex 1
INNOVATION AND ECONOMIC PERFORMANCE - THE EMPIRICAL LINKS

Empirical studies on the link between innovation, technological change and economic performance can be
broadly grouped as follows (Cameron, 1998; Temple, 1999):

— Growth accounting, following the neo-classical tradition.

Analysis of the contribution of RED expenditure to output and productivity growth.
Estimates of the direct and indirect rates of return to R&D, and the role of technology spillovers.

Analysis of firm-level databases for the role of technological change in productivity growth.

Studies on the impact of information and communications technology on growth.

Evidence from innovation surveys.

Cross-country analysis of technology and convergence patterns.

Growth accounting

Growth accounting is the traditional method for analysing the growth process. It is closely linked to the neo-clas-
sical model. Studies by Denison (1967), Maddison (1987), Jorgenson and Yip (1999) and many others provide detailed
accounts for several OECD and non-OECD economies. Typically, these studies use an aggregate production function
to estimate the contribution of labour input, capital input and a variety of other factors to economic growth. Table 2
gives aggregate results for most OECD countries and shows that multi-factor productivity made an important contri-
bution to economic growth over the 1990-98 period in several OECD economies, including Australia, Denmark,
Finland, Ireland, Norway and Sweden (Scarpetta et al., 2000). The estimates in Table 2 only incorporate employment
and capital stock as factor inputs, but other studies provide a more detailed accounting by including estimates of
hours worked and the quality of the workforce and by distinguishing various types of capital. More detailed growth
accounting typically shows a smaller contribution of MFP to overall economic growth (Jorgenson and Yip, 1999).

The growth accounting framework offers a first look at the proximate sources of economic growth, but provides
little insight into the driving forces, such as technological change and innovation. In addition, the estimates are some-
what mechanical and based on rather strong assumptions. Dissatisfaction with the growth accounting framework has
led to a variety of more powerful approaches, some involving regression analysis and others involving analysis of
firm-level data.

The impact of research and development on output and productivity growth

A large number of studies have estimated the effect of RED on MFP growth by estimating the following regres-
sion equation (Cameron, 1998):

logMFP; = logA + BlogD; +

where MFP is a measure of multi-factor productivity growth, A is a constant, D a measure of the R&ED capital stock
and U an error term. The coefficient B measures the elasticity of output to increases in the R&ED capital stock,
i.e. a B-coefficient of 0.1 implies that output will grow by 0.1% if the RED capital stock increases by 1%. Studies of this
kind have been undertaken at firm level, industry level and for large sectors or the whole economy. Table 3 sum-
marises some results of these studies, based on Cameron (1998); they typically show that a 1% increase in the stock
of RED leads to arise in output of 0.05-0.15%. There is also evidence that the role of RED may differ in small and large
economies (Griffith et al., 1998). In large countries, RED mainly helps to increase the rate of innovation, while in
smaller ones, R&ED primarily serves to facilitate the transfer of technology from abroad.

The sizeable impact of R&ED on MFP growth emerges, although the approach has substantial measurement prob-
lems linked to measurement of the stock of R&ED capital and the level of MFP. First, MFP is estimated as a residual
and thus includes many of the errors arising from inaccurate measurement of output and factor inputs. Second, the
estimate of MFP is likely to be biased if product markets are not perfectly competitive. Third, innovation surveys
have demonstrated that expenditure on RED is only one component of firms’ expenditure on innovation. For manu-
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Table 2. Breakdown of GDP growth in the business sector, 1970-98

Annual average growth rates (%)

Gross Domestic Product Contribution of labour input Contribution of capital input Contribution of .m.ult1-factor
productivity
1970-79'  1980-89  1990-982 | 1970-79' 1980-89  1990-982 | 1970-79' 1980-89  1990-98% | 1970-79'  1980-89  1990-98>

Australia - 3.5 3.4 - 1.4 0.7 - 1.4 1.2 - 0.8 1.4
Austria 3.4 2.3 1.8 0.0 -0.1 0.1 2.2 1.5 1.7 1.2 1.0 0.0
Belgium 29 2.0 1.7 -0.4 0.0 0.1 1.2 0.9 1.0 2.1 1.1 0.6
Canada’ 4.4 2.9 2.2 1.9 1.0 0.8 1.6 1.4 0.9 0.9 0.5 0.6
Denmark 1.5 1.9 3.1 -0.7 0.2 0.2 1.3 1.0 1.0 0.9 0.8 1.9
Finland 3.1 3.0 0.3 -0.3 -0.1 -2.4 1.2 1.0 0.1 2.2 2.1 2.8
France 3.6 2.4 1.1 0.2 0.0 -0.3 1.2 0.8 0.9 2.1 1.7 0.6
Germany 2.7 2.4 2.8 -0.2 0.3 1.4 1.2 0.9 1.5 1.6 1.2 -0.1
Greece 4.8 1.4 1.5 0.3 0.5 0.4 3.4 1.1 1.0 1.1 -0.3 0.2
Iceland - 2.6 -1.7 - 0.9 -1.0 - 1.2 0.7 - 0.6 -1.3
Ireland 4.7 4.2 5.5 0.4 -0.1 1.5 0.5 0.7 0.8 3.9 3.7 3.2
Italy 3.6 2.3 1.4 0.5 0.3 -0.5 1.2 0.9 1.0 1.9 1.1 0.9
Japan 4.4 4.1 2.0 0.6 1.0 0.5 1.8 1.3 1.2 1.9 1.8 0.3
Netherlands 2.9 2.2 2.4 -0.1 0.4 0.7 0.9 0.6 0.8 2.1 1.2 1.0
New Zealand 1.7 1.8 3.2 1.0 0.2 1.7 0.7 0.7 0.4 0.1 0.9 1.1
Norway* 4.3 2.3 3.3 0.5 0.0 -1.1 2.1 1.6 0.8 1.6 0.7 3.7
Norway’ 3.9 1.0 3.0 0.6 0.0 0.4 1.0 0.7 0.5 2.3 0.4 2.2
Portugal 4.6 2.7 1.4 1.1 0.8 -2.7 2.0 1.2 1.5 1.2 0.8 2.6
Spain 3.2 2.7 1.8 -0.5 0.1 -0.3 2.0 1.1 1.6 1.7 1.6 0.6
Sweden 1.2 2.3 1.2 -0.4 0.4 -1.2 1.2 1.0 0.6 0.4 1.0 1.8
Switzerland 3.8 2.1 -0.2 0.4 1.1 -0.7 1.0 1.2 1.0 2.5 -0.2 -0.5
United Kingdom 2.0 3.2 2.7 -0.1 0.5 0.6 0.4 0.6 0.7 1.7 2.1 1.3
United States 3.2 3.1 2.6 1.6 1.3 1.1 1.1 0.9 0.7 0.5 0.8 0.8

1. Or earliest year available; i.e. 1971 for Austria; 1972 for Belgium and New Zealand; 1976 for Switzerland; 1979 for Australia; 1980 for Iceland.

2. Orlatest yearavailable; i.e. 1992 for Portugal and Iceland; 1995 for Austria, New Zealand and Switzerland; 1996 for Australia, Finland, Greece, Ireland,
the Netherlands, Sweden, the United Kingdom; 1997 for Belgium, France, Italy, Japan, Norway, Spain, the United States.

Source: ISDB database

Source: ISDB database. Latest year available: 1992.

. Source: ADB database, covering mainland business sector only.

ource: Calculations based on Scarpetta et al., 2000.

Table 3. Estimates of the output elasticity of R&D

Study Elasticity Level of analysis | Study Elasticity Level of analysis
United States West Germany
Griliches (1980a) 0.06 firm Patel-Soete (1988) 0.07 total economy
Griliches (1980b) 0.00-0.07 industry France
Nadiri-Bitros (1980) 0.26 firm Cuneo-Mairesse (1984) 0.22-0.33 firm
Nadiri (1980a) 0.06-0.10 private sector | Mairesse-Cuneo (1985) 0.09-0.26 firm
Nadiri (1980b) 0.08-0.19 total manufact. | Patel-Soete (1988) 0.13 total economy
Griliches (1986) 0.09-0.11 firm Mairesse-Hall (1996) 0.00-0.17 firm
Patel-Soete (1988) 0.06 total economy | United Kingdom
Nadiri-Prucha (1990) 0.24 industry Patel-Soete (1988) 0.07 total economy
Verspagen (1995) 0.00-0.17 industry Netherlands
Srinivasan (1996) 0.24-0.26 industry Bartelsman et al. (1996) 0.04-0.12 firm

G5
Japan Englander-Mittelstadt (1988) 0.00-0.50 industry
Mansfield (1988) 0.42 industry G7
Patel-Soete (1988) 0.37 total economy | Coe and Helpman (1995) 0.23 total economy
Sassenou (1988) 0.14-0.16 firm Summers-Heston countries
Nadiri-Prucha (1990) 0.27 industry Lichtenberg (1992) 0.07 total economy
Source:  Cameron (1998). More detail is available in the individual studies. 119
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Table 4. Estimates of the direct rates of return to R&D

Study Direct rate of return Level of analysis | Study Direct rate of return Level of analysis
United States Japan

Minasian (1969) 0.54 firm Odagiri (1983) 0.26 firm
Griliches (1973) 0.23 total economy | Odagiri (1985) (0.66)-0.24 industry
Terleckyj (1974) 0.12-0.29 industry Odagiri-Iwata (1985) 0.17-0.20 firm
Link (1978) 0.19 industry Griliches-Mairesse (1986) 0.20-0.56 firm
Griliches (1980a) 0.27 firm Mdhnen-Nadiri-Prucha (1986) 0.15 industry
Griliches (1980b) 0.00-0.42 industry Goto-Suzuki (1989) 0.26 industry
Mansfield (1980) 0.28 firm Griliches-Mairesse (1990) 0.20-0.56 firm
Terleckyj (1980) 0.00 industry Suzuki (1993) 0.25 firm
Link (1981) 0.00 firm West Germany

Schankerman (1981) 0.24-0.73 firm Bardy (1974) 0.92-0.97 firm
Sveikausas (1981) 0.07-0.25 industry Mohnen-Nadiri-Prucha (1986) 0.13 industry
Scherer (1982, 1984) 0.29-0.43 industry O'Mahony-Wagner (1996) 0.00 industry
Griliches-Mairesse (1983) 0.19 firm France

Link (1983) 0.00-0.05 firm Griliches-Mairesse (1983) 0.31 firm
Clark-Griliches (1984) 0.18-0.20 firm Hall-Mairesse (1995) 0.22-0.34 firm
Griliches-Lichtenberg (1984a) 0.03-0.05 industry United Kingdom

Griliches-Lichtenberg (1984b) 0.21-0.76 industry Mohnen-Nadiri-Prucha (1986) 0.11 industry
Griliches-Mairesse (1984) 0.30 firm Sterlacchini (1989) 0.12-0.20 industry
Griliches (1986) 0.33-0.39 firm O'Mahony (1992) 0.08 industry
Griliches-Mairesse (1986) 0.25-0.41 firm O'Mahony-Wagner (1996) 0.00 industry
Jaffe (1986) 0.25 firm Canada

Mohnen-Nadiri-Prucha (1986) 0.11 industry Globerman (1972) 0.00 industry
Schankerman-Nadiri (1986) 0.11-0.15 firm Hartwick-Ewen (1983) 0.00 industry
Bernstein-Nadiri (1988) 0.10-0.27 industry Postner-Wesa (1983) 0.00 industry
Bernstein-Nadiri (1989a) 0.09-0.20 firm Longo (1984) 0.24 firm
Bernstein-Nadiri (1989b) 0.07 firm Bernstein (1988) 0.12 firm
Griliches-Mairesse (1990) 0.24-0.41 firm Hanel (1988) 0.50 industry
Nadiri-Prucha (1990) 0.24 industry Mohnen-Lepine (1988) 0.05-1.43 industry
Bernstein-Nadiri (1991) 0.15-0.28 industry Bernstein (1989) 0.24-0.47 industry
Lichtenberg-Seigel (1991) 0.13 firm Netherlands

Wolff-Nadiri (1993) 0.11-0.19 industry Bartelsman, et.al. (1996) 0.10-0.25 firm
G5 Belgium

Englander-Mittelstadt 0.00-0.50 industry Fecher (1989) 0.00 firm

Source:  Cameron (1998).

facturing, R&D generally amounts to about half of total investment in innovation. For services, non-R&D expenditure
on innovation is even more important.

The rate of return to investment in RED and the role of spillovers

A closely related set of studies suggests that the social rate of return to RED expenditure is substantially higher
than the private rate of return. These studies typically estimate a regression equation that is similar to that described
above. They use a measure of R&ED intensity — often R&D expenditure relative to sales or value added — in a regres-
sion of the change in MFP (Cameron, 1998). The regression coefficient yields an estimate of the rate of return to R&D.
Table 4 summarises the results from a substantial number of these studies, showing that the direct (private) rates of
return are typically between 10% and 20%, making investment in RED a profitable undertaking.

The evidence on rates of return typically show considerable differences in rates of return across sectors, with R&D
in research-intensive sectors having higher returns. In addition, basic research is often found to have higher rates of
return than applied RED, and process RED is often found to have higher returns than product RED (Cameron, 1998).

Because of technology spillovers, the social rates of return to private investment are generally higher, often in
the range of 20-50% (Cameron, 1998).7 Such spillovers arise from a variety of sources, including patents, acquired cap-
ital equipment, technology licenses, scientific literature and mobility of the workforce. An increasing number of these
sources are international, and a large body of literature has focused on international technology spillovers. Studies
on technology spillovers show that it is often not so much the invention of new products and processes and their ini-
tial commercial exploitation that generate major economic benefits, but rather their diffusion and use.

This was clearly demonstrated in an OECD study based on input-output tables for ten OECD countries (OECD,
1996) which estimated technology flows for different sectors and separated technologies embodied in equipment
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and technologies generated by the industry itself. It showed that a limited number of manufacturing industries are
the main producers of technology, while services are typically the main users. Telecommunications, transport and
storage, and social (including health) and personal services are among the most technology-intensive sectors in the
economy. Information and communications technologies are particularly important for certain services, partly owing
to the fact that many services, especially financial services, communication and public administration, are concerned
with the processing and diffusion of information.

The importance of embodied technology for productivity growth was explored in the same study. A breakdown
of economy-wide MFP growth in the 1970s and 1980s, based on estimates of the impact of R&D and of technology
diffusion, showed that for the ten OECD countries covered by the analysis: i) technology diffusion contributed sub-
stantially to MFP growth, often accounting for more than half of productivity growth in a given period; ii) its contribu-
tion typically exceeded that of direct R&ED efforts; and iii) it had a much greater impact on MFP growth in the 1980s
than in the 1970s.

The study showed that the impact of technology diffusion on productivity was strongest in services, which are
increasingly developers and users of new technologies, and particularly in the ICT segment of services. Imported
technology, especially in the form of ICT equipment, played an important role in productivity growth. Domestic tech-
nology flows were more important for large countries, while imported technology was more important in small coun-
tries, such as Australia, Canada, Denmark and the Netherlands.

Technology and productivity — firm-level evidence

Empirical studies show a fairly close relation between investments in technology at firm level and productivity
performance. The relationship still appears at sectoral level, although it is weaker owing to variations in firm behav-
iour. For the economy as a whole, it is often difficult to establish a clear link between an indicator of technology effort
and productivity growth for a number of reasons (OECD, 1998b). First, innovative effort and productivity may be mea-
sured incorrectly. Second, there may be a lag between innovative effort and its translation into productivity gains.
Third, it is difficult to disentangle the impact of technology from other factors that affect productivity. Finally, a large
part of economy-wide productivity gains are due to the diffusion process (as shown above).

Microeconomic studies, based on firm-level longitudinal databases, are therefore of great help in showing the
link between technological change and technology use and productivity performance. Work on these databases has
demonstrated the enormous differences in firm performance and made it possible to identify some of the factors
influencing productivity growth. Two types of process seem to be at work. One is productivity growth within firms,
which may be due to technical change and the accumulation of human capital within the firm, but is also influenced
by “softer” production factors, such as management, ownership and organisation. The other is linked to productivity
growth among firms and is often linked to competition and creative destruction.?

Work with longitudinal databases — in combination with technology surveys — offers fresh insight into the links
between technology and productivity. The most extensive work on this issue has been done for the United States.
Doms et al. (1995) constructed a database for the period 1987-91 for more than 6 000 manufacturing plants using the
1987 Census of Manufacturers (CM), the 1988 Survey of Manufacturing Technology (SMT) and the 1991 Standard Sta-
tistical Establishment List (SSEL). The 1988 SMT data distinguish 17 advanced (manufacturing or information) tech-
nologies used by a plant, whereas the CM and SSEL data provide information on size, age, productivity, capital use
and growth and failure variables. The authors found that increases in the capital intensity of the product mix and in
the use of advanced manufacturing technologies are positively correlated with plant expansion and negatively with
plant exit. A follow-up study (Doms et al., 1997) shows the interaction between technology, skills and wages. It finds
that plants that use more sophisticated equipment employ more skilled workers and that workers who use more
advanced capital goods receive higher wages. An inter-temporal analysis showed that the most technologically
advanced plants paid higher wages prior to adopting new technologies and were more productive, both prior to and
after the adoption of advanced technologies.

McGuckin et al. (1998) also examined the link between technology use and productivity, using the US Longitudi-
nal Research Database and the 1988 and 1993 SMTs. They found that firms that use advanced technologies exhibit
higher productivity, even when controlling for factors such as size, age, capital intensity, labour force skills, industry
and region. More productive plants used a wider range of advanced technologies and used them more intensively
than other plants. Like Doms et al. (1997), they found that while the use of advanced technologies can help improve
productivity, plants that perform well are more likely to use advanced technologies than plants that perform poorly.
They also found that technology adoption was not a smooth process and was characterised by substantial experi-
mentation. In addition, the diffusion of particular technologies was very diverse.

Similar studies have been made for other countries. Studies for Canada (Baldwin and Diverty, 1995; Baldwin et al.,
1995a) link panel data from the CM to data from a technology survey. Baldwin et al. found that establishments using
advanced technologies gain market share at the expense of non-users. Technology users also enjoy a significant
labour productivity advantage over non-users, except for establishments that only use fabrication and assembly
technologies. Relative labour productivity grew fastest in establishments using ICT and in those able to combine and
integrate technologies across the different stages of the production process. Technology users were also able to offer
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higher wages than non-users. Baldwin and Diverty (1995) found that plant size and plant growth were closely related
to the incidence and intensity of technology use, an indication that technology use is closely linked to a plant’s “success”.

A study of the Netherlands (Bartelsman et al., 1996) found that adoption of advanced technology is associated
with higher labour productivity, higher export intensity and larger size. Firms that employed advanced technologies
in 1992 had higher productivity and employment growth in the preceding period. For Canada, Baldwin et al. (1995b)
found that use of advanced technology was associated with higher levels of skill requirements. In Canadian plants
using advanced technologies, this often led to a higher incidence of training. They also found that firms adopting
advanced technologies increased their expenditure on education and training. A follow-up study (Baldwin et al., 1997)
found that plants using advanced technologies pay higher wages to reward the higher skills required to operate these
technologies. Thus, most micro-level studies confirm the complementarity of technology and skills in improving pro-
ductivity, a result confirmed in OECD (1998b).

A study for Australia (Productivity Commission, 1999) explicitly associates some of the improvements in Austra-
lia’s economy over the past years with innovation. Of particular importance are the introduction of new advanced
technologies throughout the economy and a greater business involvement in innovation and R&D. The study shows
that a growing number of Australian firms use advanced technologies, such as computer equipment and advanced
manufacturing technologies. The same study also shows that business expenditure on RED has increased consider-
ably over the past years and suggests that firms undertaking R&D have become markedly more innovative.

Many other studies have used firm-level data to study the role of technology. Most use smaller sets of firm data
than the studies discussed above, however. The advantage of longitudinal databases is that they cover virtually all
firms in a sector; this makes it possible to make an analytical link between the performance of individual firms and
sectoral and/or aggregate economic performance. Firm-level evidence shows that technological change can bring sig-
nificant productivity gains, but only when accompanied by organisational change, training and upgrading of skills,
i.e. when the new technologies are thoroughly “learned”. Firm-level evidence also shows that a firm’s integration in
networks is an important factor for successful performance (OECD, 1999a).

Information and communications technology and productivity growth

While the impact of ICT on growth can be examined like any other technology, the sector has evoked a distinct
literature. It has arisen, in part, in response to the so-called productivity paradox, which is linked to Solow’s obser-
vation (1987) that “you can see computers everywhere but in the productivity statistics”. Without going into the
debate in any detail, a few observations are in order:’

— Firm-level studies offer strong evidence that investment in ICT, when accompanied by organisational change
and investment in human capital, has had a significant impact on productivity and economic performance. The
evidence extends beyond the manufacturing sector to significant parts of the services sector (Broersma and
McGuckin, 1999).

— The impact of ICT investment at macroeconomic level has been important for output and labour productivity
growth, but ICT accounts for only a small part of the total capital stock and its impact is not markedly different
from that of other types of capital goods. The rapid fall in prices of ICT equipment has contributed to the
replacement of labour and non-ICT capital by ICT equipment.

— There are few signs that ICT has contributed to a revival of MFP growth, the United States and Finland being
possible exceptions. This does not mean that a revival has not occurred, as measurement problems and time
lags may have obscured it.

— There are measurement problems for many sectors with significant investment in ICT. The output of many of
these sectors, including banking, insurance and other information-processing sectors, tends to be incorrectly
measured. Recent attempts to improve measurement suggest that productivity performance in some of these
sectors has improved rapidly over the past decade (see Chapter 4 and OECD, 20004).

— ICT-producing sectors, in particular industries that produce computers and communications equipment, con-
tribute significantly to output and productivity growth in several OECD countries, notably Finland, Japan,
Sweden and the United States (Scarpetta et al., 2000).

— Since ICT is a general-purpose technology, it may take time before its impact is felt throughout the economy,
and before organisations and workers adapt completely to it. The relatively recent growth in Internet use, the
World Wide Web and the development of electronic commerce may mean that some important impacts of ICT
on economic performance are yet to come (OECD, 20004). The future role of ICT may lie in enabling strong pro-
ductivity gains in the services sector.

Evidence from innovation surveys

Innovation surveys are relatively recent and have not yet been fully used. Nevertheless, they provide important
insights into the innovation process and its link to economic performance which cannot easily be extracted from other
[122 studies. First, they show that innovation is widely distributed throughout the economy. Most firms, both in manufac-
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Figure 7. The catch-up factor in OECD economic growth, 1950-98

Catch-up: A strong force for growth in the 1950s and 1960s
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turing and in services, innovate. Second, they demonstrate that expenditure on innovation goes considerably
beyond expenditure on RED. Third, they indicate a firm’s reasons for innovating; increasing market share, improving
service quality and expanding product or service range are key objectives in both manufacturing and services. Other
important goals are compliance with regulations and standards and the reduction of material, energy and labour
costs. Fourth, they point to the barriers to innovation, such as financial constraints, lack of skills, high risk or inappro-
priate regulatory frameworks. Fifth, they give better understanding of the role of networks and external sources of
knowledge, such as customers, equipment suppliers and universities. Finally, they are an important source of pri-
mary data for empirical analysis of innovation and economic performance.

The first innovation surveys suffered from some methodological problems that limited their value for analysts
(Sandven and Smith, 1998). The problems included a lack of objective indicators for certain innovative activities and
difficulties in separating diffusion from innovation. The first surveys also tended to focus on the most innovative firms
and provided limited information on non-innovating and weakly innovative firms. They also had difficulties in ade-
quately surveying the innovative activities of large diversified firms. Some of these issues are being addressed in the
current round of innovation surveys.

Since innovation surveys are relatively recent and are undergoing improvement, analysis based on the surveys
is still in its early stages. However, an analysis of results of innovation surveys in Germany over the period 1992-97
suggests a clear link between innovation, firm survival and job creation. A study for Belgium found that the combina-
tion of product and process innovation had a significant positive effect on the growth of industrial firms (Federaal
Planbureau, 1998). Micro-level data from innovation surveys will be a rich source for detailed analysis of innovation
patterns and their link to economic performance and an important extension to traditional microeconomic analysis,
which mainly relies on traditional data on firm performance.

Technology gaps and economic growth across countries

The role of innovation and technology can also be studied from a cross-country perspective. Differences in
income and productivity across countries are commonly associated with technology gaps (Fagerberg, 1994;
Verspagen, 2000) that can be linked to the catch-up factor in economic growth. Over the 1950s and 1960s, almost
every OECD country — with the exception of Australia, New Zealand and the United Kingdom — experienced some
catch-up in income levels with the United States, as they were able to use imported technologies and knowledge —
often from the United States — to upgrade their economies. From the 1970s onwards, catch-up in GDP per capita
became less important, with many OECD countries growing more slowly than the United States over the 1970-98
period (Figure 7). While catch-up is potentially important in late development, this depends on a number of factors
(Abramovitz, 1989): the availability of an appropriate institutional framework, the ability of governments to design
and implement appropriate economic policies, the technological and skills level of the population and the suitability
of technology from high-income countries for use in follower countries.

The decline of the catch-up factor in OECD growth performance may be due in part to the fact that income and pro-
ductivity levels have converged considerably, making it more difficult to capitalise on remaining differences in perfor-
mance. In addition, it is likely that further progress is no longer due to “free” knowledge spillovers, but increasingly
depends on investment in the creation of domestic knowledge. Gaps in cross-country productivity performance remain
in many sectors, however, and there is probably still some scope for catch-up even among high-income countries.

An alternative interpretation of catch-up and convergence emerges from evolutionary theories (Verspagen,
2000). In evolutionary theory, economic growth need not be the result of a process of convergence. Periods of con-
vergence, as in the 1950s and 1960s, may be followed by periods of divergence. The most recent evidence suggests
that the United States is pulling away from many other OECD countries; this could indicate the start of a new period
of divergence (OECD, 2000q; Verspagen, 2000).

A recent study analyses the link between catch-up and technological change (Verspagen, 2000). It distinguishes
between growth by diffusion, which underlies catch-up, and growth by innovation, which may be an important source
of divergence. To quantify the role of these two factors in growth, a regression analysis uses patenting to indicate the
development of new technology and RED to indicate both the effort to innovate and the assimilation of technology.
An empirical analysis covering the period 1966-95 shows that R&D has become a more important driver of conver-
gence over time. Even at low levels of development, countries now need to invest actively in RED if they wish to
converge. Catch-up is still possible, but the potential is smaller as income gaps in the OECD area have narrowed, and
it is less automatic than in the early post-war period. The analysis also shows that patenting, i.e. pure innovation, has
become a more important source of growth. In addition, it appears that R&D has become a less strong indicator of
innovation effort, which now seems more closely associated with technology assimilation and catch-up. These results
suggest that the possibility of divergence among OECD countries is increasing, since catch-up requires a more active
effort to assimilate technologies, and since differences in innovation translate more strongly into growth differentials.
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NOTES

1. This chapter provided input to a DSTI-wide paper on growth (OECD, 20004). Consequently, there is some over-
lap between the two studies.

2. Expenditure on RED is only a fraction of total expenditure on technological innovation. Innovation surveys sug-
gest that the non-R&D portion of innovation is up to twice the R&D portion (OECD, 19995).

3. Measured here as the intensity of citation of scientific publications in industrial patents.

4. Forinstance, the increase in M&A in areas such as pharmaceuticals seems closely linked to the growing costs of
drug development.

5. OECD (1998b) provides a more detailed overview of the policies related to public support.

6. Detailed policy analysis in many areas relevant to innovation, including regulatory reform, science-industry
relationships and the financing of basic research, is carried out across the OECD and will not be repeated here.
See also Chapter 5 and OECD (20004).

7. Cameron (1998) provides a survey of some of these studies. Spillovers are estimated by calculating knowledge
flows on the basis of input-output tables, patent concordances, innovation concordances or proximity analysis.

8. See OECD (19984, Chapter 4) for a more detailed discussion of the insights from firm-level studies.

9. A recent OECD study examines the role of ICT in output growth for the G7 countries (Schreyer, 2000). See also
Jorgenson and Stiroh (1999), Sichel (1999), Triplett (1999) and OECD (2000a).
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Chapter 4
PROMOTING INNOVATION AND GROWTH IN SERVICES

Introduction

This chapter aims to contribute to policy makers’ understanding of the driving forces behind per-
formance in the services sector. It brings together much of the existing empirical evidence on innovation
and economic performance in the services sector and examines it to assess whether policy is suffi-
ciently geared towards growth and innovation in services. It is intended as a follow-up to recent OECD
analysis of innovation policy (OECD, 19984; 19994) and is closely linked to OECD work on economic
growth (see Chapter 3 and OECD, 2000a).! However, it focuses on problems specific to the services sec-
tor, which has been ignored in much previous work on innovation and is of growing importance for econ-
omy-wide performance.

Services make an increasing contribution to economic growth and now account for between 60%
and 70% of business sector GDP in the broad OECD areas. Growth and innovation in services are there-
fore increasingly crucial to economic performance and are thus important for policy. However, services
sector performance remains poorly understood. The traditional view has been that services are not very
dynamic, that any jobs created are poorly paid, that services experience little or no productivity growth
and that they do not innovate. A lack of statistics and measurement problems for many parts of the ser-
vices sector are partly to blame for this view.

Measurement is not the only issue, however. Services sector performance remains poorly under-
stood, often because analysis has been too much based on the experience of manufacturing industries.
While many drivers of service performance are similar to those of manufacturing, their role may differ.
For instance, innovation and technological change in services is only partly due to RED, and is typically
more dependent on acquired technology, organisational change and human capital. Innovation in ser-
vices may be almost independent of technological change. It is often more closely linked to consumer
demand than innovation in industry and draws less directly on scientific research.

The services sector is very diverse

A recent definition of services states that “services deliver help, utility or care, and experience,
information or other intellectual content — and the majority of the value is intangible rather than resid-
ing in any physical product” (Department of Industry, Science and Resources, 1999). The services sector
is thus a highly diversified part of the economy. It ranges from technology- and skills-intensive sectors
such as software, computer and business services, to the low-technology and low-skill sectors that make
up a large part of personal services. The traditional industrial classification of services does not fully
reflect the sector’s increasing complexity, and even recent industrial classifications (NACE Revision 1
and ISIC Revision 3) create groups of services that are in fact quite heterogeneous.? Recently, attempts
have been made to develop taxonomies of services that have a more analytical basis and are more
closely tied to the market structure prevailing in the sector.

Evangelista and Savona (1999) have developed a particularly useful taxonomy. They use factor
analysis of the 1993-95 Italian innovation survey to distinguish four categories of services. The first con-
sists of S&ET-based sectors such as RED services and engineering and computing. These are highly inno-
vative and interact closely with manufacturing suppliers. The second consists of technology users, and
includes sectors such as land and sea transport, legal, travel and retail services, as well as certain busi-
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ness services, including security and cleaning. This group is generally not very innovative, but interacts
closely with technology suppliers. The third consists of services such as banks, insurance, trade and
repair of motor vehicles and hotels. Again, these services are not very innovative and mainly rely on
tacit and internal sources for their innovative activities. They tend to have strong relations with suppli-
ers and clients. The fourth category consists of consultant services, which are highly innovative, mainly
rely on internal and tacit sources of innovation and have strong links with suppliers and clients. Postal
and telecommunication services were rated as average for both innovative intensity and interaction,
and thus difficult to place in any category.

These taxonomies — and others — indicate that services’ market structure and drivers of perfor-
mance differ. For example, in social services such as education, the market plays a limited — but
increasing — role and the public sector continues to produce much of the final output. In contrast, many
producer services are faced with sophisticated business demand for quality, low costs and efficient
delivery. In telecommunications, regulatory reform and technological change have significantly changed
the drivers of performance. Services also differ greatly in their degree of standardisation, which affects
market size and the type of innovation (Tether et al., 1999). Standardised services, such as large food
retailers, are more likely to focus on process innovation.

Policy will need to take account of the variety of the services sector. Differences in market structure
and competition in the various services indicate that the approach taken to regulation and competition
should reflect their differences — telecommunications and other network industries require a different
approach from retailing and road transport. The following sections discuss some of the main trends in
service performance. While they mainly address the dynamics of the services sector as a whole, the text
and tables demonstrate the great variety of the sector and the need for more detailed analysis of ser-
vice performance and of the appropriate policy tools.

At the same time, the differences between services and manufacturing should not be exaggerated.
There is as much variety among manufacturing industries as between services such as computer and
household services. In some ways, manufacturing is becoming more like services, as it increasingly bun-
dles services with manufactured products, while many services are becoming more like manufacturing,
more standardised and better suited for mass production. The distinction between services and manu-
facturing is thus increasingly irrelevant. However, it still orients popular debate and thus affects the pol-
icy-making process. This chapter first covers major trends and certain measurement issues and then
analyses the main drivers of services sector performance. The next section discusses the main policy
concerns and the measures that may be taken to address them. A final section sums up.

Trends in service performance

Services are increasingly the drivers of economic growth and job creation

The rising share of services in the economies of OECD countries is a familiar phenomenon. Services
have become more important in terms of employment, and increasingly also of total output (Table 1). In
terms of growth, their contribution is increasing. Between 1985 and 1997, around two-thirds of GDP
growth in the OECD business sector resulted from growth in the services sector (Figure 1). Most
employment growth was also in services.

The greater role of services reflects a shift in consumer demand, which is linked to the high income
elasticity of services, increased business demand, relatively slow productivity growth in some services,
as well as some outsourcing — and reclassification — of manufacturing to specialised services. Changing
consumer demand is linked to an emphasis on quality and design, convenience, culture and recreation
and the environment (Department of Trade and Industry, 19994). While some studies have attributed
the growth in services to outsourcing, empirical studies for Germany and the United States suggest that
this only explains a small part (Austrian Federal Ministry for Economic Affairs, 1998). Outsourcing aside,
there has been an increase within manufacturing firms of (mainly white-collar) workers who undertake
functions that are also being performed by specialised service firms. However, many service functions
now provided by the latter are entirely new and were not previously performed by manufacturing firms.
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Table 1. The role of services in OECD economies

Share in gross domestic product Share in civilian employment Trade in services as a % of GDP, |Trade in services, 1996:
(in %) (in %) 1996 % of current account
. . Current CurrenF
1987 1997 Change 1987 1997 Change Credit Debit Net N expendi-

receipts tures
Australia 64.9 70.6 5.7 68.1 72.7 4.6 4.7 4.7 0.0 21.2 17.9
Austria 64.1 68.2 4.1 53.7 63.8 10.1 15.9 12.7 3.2 33.3 25.7
Belgium 68.6 71.3 2.7 68.2 71.4 3.2 12.7 11.8 0.9 14.0 13.8
Canada 66.8 71.6 4.8 70.0 73.0 3.0 4.9 6.1 -1.1 11.4 14.2
Czech Republic 50.5 58.4 7.9 40.5 52.5 12.0 14.5 11.2 3.4 25.8 17.4
Denmark 71.6 72.1 0.5 66.0 69.5 3.5 . . . . .
Finland 61.6 66.3 4.7 58.4 65.5 7.1 5.8 7.0 -1.2 14.1 18.7
France 66.9 71.5 4.6 62.2 69.9 7.7 5.4 4.4 1.1 19.2 16.2
Germany 64.0 69.9 5.9 55.4 60.2 4.8 3.6 5.5 -1.9 12.1 18.0
Greece 61.1 67.9 6.8 45.0 56.9 11.9 10.7 3.4 7.3 50.3 14.7
Hungary . . . . 57.0 . 11.2 7.8 3.4 22.0 14.3
Iceland 64.2 69.0 4.8 57.6 65.5 7.9 11.0 9.6 1.4 27.7 25.5
Ireland 57.0 55.6 -1.4 57.0 61.7 4.7 7.9 18.6 -10.7 9.0 21.6
Italy 61.9 66.9 5.0 56.8 61.2 4.4 5.8 5.6 0.2 18.8 20.5
Japan 56.8 60.2 3.4 57.9 61.6 3.7 1.5 2.8 -1.4 9.7 20.5
Korea 47.2 51.4 4.2 45.5 57.7 12.2 4.8 6.1 -1.3 14.5 16.1
Luxembourg 66.9 75.0 8.1 62.7 71.8 9.1 12.7 11.8 0.9 14.0 13.8
Mexico 63.3 68.4 5.1 . 54.1 " 3.3 3.3 0.0 9.4 9.2
Netherlands 67.8 69.8 2.0 68.3 74.1 5.8 12.5 11.6 1.0 18.7 19.1
New Zealand 65.1 66.6 1.5 62.2 67.6 5.4 7.2 7.6 -0.5 21.5 20.5
Norway 66.0 65.9 -0.1 66.3 71.6 5.3 8.9 8.5 0.4 20.1 22.6
Poland . . . . 475 . 7.3 4.8 2.5 23.6 14.3
Portugal 56.1 60.9 4.8 42.9 54.8 11.9 7.5 6.3 1.2 17.6 14.2
Spain 59.3 70.9 11.6 52.5 61.7 9.2 7.6 4.2 3.4 25.7 14.3
Sweden 66.3 70.5 4.2 66.3 71.3 5.0 6.9 7.7 -0.8 14.6 17.1
Switzerland 60.8 63.5 2.7 57.5 68.6 11.1 8.9 4.7 4.2 18.1 11.2
Turkey 49.1 54.2 5.1 31.0 34.7 3.7 7.2 3.5 3.7 25.3 11.9
United Kingdom  66.1 70.8 4.7 64.8 71.3 6.5 7.1 6.1 1.0 16.4 14.1
United States 68.3 71.4 3.1 69.9 73.4 3.5 3.2 2.0 1.1 22.1 12.6

Source:  Share in GDP from OECD National Accounts 1985-97; Share in employment from OECD Labour Force Statistics 1977-97; Trade in services
from OECD, Services: Statistics on International Transactions 1987-96.

Over the 1990-97 period, wholesale and retail trade, and finance, insurance, real estate and busi-
ness services made large contributions to GDP growth (Scarpetta et al., 2000). They generated over half
of output growth in the 1990-97 period in Australia, Canada, the Netherlands, the United Kingdom, the
United States and Western Germany. Their large contribution is partly due to their size but also to sharp
rises in output in several countries. Growth in business services has been particularly fast in many coun-
tries (OECD, 1999b). Because of its limited size, transport and communication made a smaller contribu-
tion to overall output growth in most countries, although communication services grew very rapidly in
almost all OECD countries.

Several services show rapid productivity growth

In terms of productivity growth, sectoral patterns differ somewhat. Manufacturing plays a more
important role, owing to its limited or negative contribution to employment growth. Around half of pro-
ductivity growth over the 1990-97 period in the non-farm business sectors of Finland, France, Italy,
Japan, the United States and Western Germany was attributable to manufacturing (Scarpetta et al., 2000).
Compared to its size, the services sector makes a relatively small contribution. While certain services
contributed significantly in some OECD Member countries, e.g. transport and communications in Australia,
Finland and Italy, and wholesale and retail trade in Finland and the United States, market services gen-
erally made quite a limited contribution to labour productivity growth.?
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Figure 1. The contribution of services to GDP growth, 1985-97
Annual average growth rates over the period

GDP growth in the non-farm business sector
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Source: OECD, calculations on the basis of the Intersectoral Database (ISDB).

However, slow productivity growth in services masks a wide variety of experiences and is affected
by measurement problems. In some services, technological change has led to notable improvements in
productivity, which are not always reflected in official productivity statistics. In the distribution sector,
productivity has been positively affected by the use of ICT (scanning, inventory management systems),
and by closer integration of manufacturers and retailers. Productivity in transport and communication
has risen very rapidly over the past decades, mainly as a result of rapid productivity growth in telecom-
munications, at annual rates of up to 8% in some countries. Some countries also performed well in trans-
port, with annual productivity growth of close to 3%.

In other services — notably community, social and personal services — productivity growth has been
more sluggish. Although this may partly reflect measurement problems, many of these services are also
less easily automated or less affected by technological improvements. Some services may have little
scope for productivity growth. In certain cases, it may be difficult to reduce labour input (for example,
the live performance of a piece of classical music) or the service may be customised (e.g. specialised
legal advice) (Baumol et al., 1989). For some of these services, use of ICT may eventually lead to more
standardisation and to faster productivity growth.*

Measurement problems may also obscure actual productivity gains (Gullickson and Harper, 1999).
For many parts of the services sector, output measures are of dubious quality, partly because of the lack
of basic data. However, measurement problems also arise because services output is often difficult to
define (Dean, 1999). There is little agreement, for example, on the output of banking, insurance, medi-
cal care and retailing. In addition, it is difficult to separate service output from the consumer’s role in
eliciting the output. Such difficulties indicate that the volume and price of services — and changes in
their quality — are harder to measure than those of goods. In addition, some services are not sold in the
market, so that it is hard to establish prices. In practice, these constraints mean that output in some ser-
vices is measured on the basis of crude indicators. Several series are deflated by wages or consumer
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Table 2. Labour productivity growth in the services sector
Percentage changes, 1979-89 and 1990-97

Australia Canada Finland France Italy

1979-89 1990-97 | 1979-89 1990-97| 1979-89 1990-97 | 1979-89 1990-97 | 1979-89 1990-97

6000 Wholesale and retail trade,

restaurants and hotels 0.1 1.0 0.7 1.6 2.5 0.9 1.2 0.3 0.4 1.4
6120 Wholesale and retail trade - - 1.6 2.3 2.6 0.7 1.6 0.6 0.5 1.5
6300 Restaurants and hotels - - -2.4 -0.9 1.7 2.0 -0.6 -1.0 -0.4 0.8
7000 Transport, storage and communications 3.6 5.4 3.1 2.2 3.1 4.7 3.8 2.7 2.0 4.8
7100 Transport and storage 2.1 3.5 2.5 0.5 2.3 3.8 1.7 1.4 1.3 2.6
7200 Communication services 7.5 8.6 3.7 5.0 5.8 7.0 7.4 4.8 4.6 10.9

8000 Finance, insurance, real estate
and business services -0.6 0.6 0.2 0.5 0.2 2.9 0.1 0.1 0.0 25
8120 Finance and insurance - - -0.4 1.7 3.9 6.1 0.2 -1.8 - -
8300 Real estate and business services - - 2.3 0.1 -1.8 1.6 -0.3 0.4 - -
Total non-farm business sector 1.4 2.0 1.2 1.6 3.1 4.1 2.2 1.7 1.8 2.3
Japan Netherlands Sweden United States West Germany

1979-89 1990-97| 1979-89 1990-97| 1979-89 1990-97 | 1979-89 1990-97 | 1979-89 1990-97

6000 Wholesale and retail trade,

restaurants and hotels 4.4 1.0 1.6 0.3 1.6 3.2 1.3 3.1 0.9 0.4
6120 Wholesale and retail trade - - 3.0 0.5 2.4 3.3 1.4 3.0 1.2 0.7
6300 Restaurants and hotels - - 2.2 -0.7 | =35 2.3 -0.4 4.3 -0.9 -3.2
7000 Transport, storage and communications 4.1 0.5 2.6 2.5 3.8 2.1 1.6 2.0 3.1 3.9
7100 Transport and storage - - 3.5 2.5 3.2 0.2 0.2 1.9 2.0 2.0
7200 Communication services - - 3.7 3.1 5.2 7.5 3.9 2.7 4.9 7.2
8000 Finance, insurance, real estate
and business services 2.3 1.8 0.7 -0.9 -1.4 3.0 -1.1 -0.4 1.6 2.8
8120 Finance and insurance - - 0.3 -0.4 3.1 4.2 -0.4 1.3 - -
8300 Real estate and business services - - 0.4 -1.3 -2.9 2.5 -1.8 -1.2
Total non-farm business sector 3.6 1.0 3.0 1.0 1.7 4.1 1.2 1.6 1.5 2.1

Source:  OECD, calculations on the basis of the Intersectoral Database (ISDB).

prices or extrapolated from changes in employment, sometimes with explicit adjustment for labour pro-
ductivity changes. Given these difficulties, adjusting for quality is even more difficult.

With better measurement, productivity gains may be considerable. Fixler and Zieschang (1999), for
example, derive new output measures for the US financial services industry (depository institutions).
They introduce quality adjustments to capture the effects of improved service characteristics, such as
easier and more convenient transactions, e.g. use of ATMs, and better intermediation. Their output
index grows by 7.4% a year between 1977 and 1994, well above the official measure for this sector of
only 1.3% a year on average.’ The recent revisions of GDP growth for the United States incorporate
improved estimates of the real value of non-priced banking services, which better capture productivity
growth in this industry (Moulton et al., 1999).

Measurement problems are particularly large for non-market services and the public sector, where
measured productivity growth tends to be very low. However, there may in fact be productivity gains in
these sectors, as a study for the US federal government suggests (Fisk and Forte, 1997). The study is
based on a wide range of indicators of physical counts or quantities of services provided by different
parts of the federal government. For this “measured part”, a small but steady increase in labour produc-
tivity was found, with a slowdown in productivity from the mid-1980s. The highest rates of productivity
growth were observed for federal services dealing with finance and accounting, libraries and regulatory ~ _135]
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functions, while no or negative productivity growth was measured for legal and judicial activities, per-
sonnel management, medical services, and electric power and production.

Services are more tradable than in the past

Services are traditionally considered non-tradable. Certain of their characteristics, such as the diffi-
culty of storage and transport, as well as the need for direct interaction with consumers, make trade dif-
ficult. However, they are becoming more tradable and therefore exposed to international competition.
Four modes of trade in services can be distinguished:

1. Cross-border supply — service supplied from one territory to another.
2. Consumption abroad — service supplied in one territory to consumers in another (e.g. tourism).

3. Commercial presence — service provided through firms of one party in the territory of another (for
example, banking).

4. Presence of natural persons — service provided by nationals of one party in the territory of any other
(for example, construction projects or consultancy services).

As conventionally measured (modes | and 2 above), the share of services in total exports of goods
and services remains relatively low (19% in 1998) but is rising. Between 1990 and 1998, world exports of
commercial services grew at an average annual rate of 6.4%, to USD 1.3 trillion, slightly above that of
merchandise trade (exports) (WTO, 1999). Growth was highest in services other than transportation and
travel, such as financial services, construction and computer and information services. Modes 3 and 4
accounted for another USD 820 billion in trade in 1997, bringing the total to about USD 2.2 trillion or
between 7% and 8% of world GDP (Karsenty, 1999).

Increased trade arises partly because more and more firms organise their development, produc-
tion, sourcing, marketing and financing activities on an international basis. There is also more trade in
services in areas such as software, financial services, telemarketing, transport and accounting, where
international competition is prevalent. The increased use of ICT and electronic commerce is likely to
affect trade in services such as retailing, travel services and telecommunications, and may contribute to
making them even more tradable and, consequently, more exposed to international competition. In
1997, international sales of e-commerce firms such as Amazon (books) and CDNow (music) amounted to
almost one-third of total sales (OECD, 2000c¢).

Foreign direct investment (FDI) is an important component of international trade in services. In the
OECD area, the total volume of services FDI is significantly higher than that of manufacturing FDI
(OECD, 1999¢). Retailing, banking, business services and telecommunications and, to a more limited
extent, hotels and restaurants make important contributions to services FDI. These are sectors where
commercial presence (mode 3) is a requirement of business activity. However, it is only over the past
decade that the total volume of service FDI flows has surpassed manufacturing FDI (OECD, 1999¢). Con-
sequently, in most countries, stocks of services FDI are relatively low compared with those of manufac-
turing. OECD data indicate that turnover of foreign affiliates is still greater in manufacturing than in
services, Austria, Norway and Finland being exceptions (Figure 2). This is due to the large share of ser-
vices in the economy as a whole.

Services perform a larger share of RED

OECD data show that services account for an increasing share of total business R&D (Figure 3.1). In
a number of countries, including Australia, Canada, Denmark and Norway, around one-third of business
R&D is carried out in services. In others, including Italy, the Netherlands, the United Kingdom and the
United States, services account for around 20% of total business expenditure on R&D. In still other coun-
tries, e.g. Germany and Japan, services play a minor role in measured R&D.

RED in services is often different in character from R&ED in manufacturing [National Institute of
Standards and Technology (NIST), 1998]. It is less oriented towards technological developments and
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Figure 2. Share of foreign affiliates in total turnover*
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more at co-development, with hardware and software suppliers, of ways to apply technology, in particu-
lar ICT, to deliver services. The research may, for example, be aimed at improving the interface with cus-

tomers and increasingly involves human factors, psychology and design.

The increasing share of services in R&D reflects four main factors (OECD, 1996a):

— Measurement. Statistics on services sector R&D have greatly improved in a number of countries.
The growing share of services in R&D is partly the result of changes in statistical practices and
better sampling (Young, 1996). Many countries have recently expanded the coverage of their R&ED
surveys and now cover the sector better than before.® In the past, data on business R&D focused
mainly on manufacturing, which was assumed to be the source of most innovation and technolog-
ical change. There are also problems of classification. Some parts of the information technology
sector are classified in manufacturing, while others, such as software development, are among
services. Another problem concerns the classification of RED carried out in institutes serving a
particular industry. Changes in classification over time, such as the move of IBM from manufactur-
ing to services, can also contribute to the increasing share of services in total RED.

— More research. Services are simply performing more R&ED. Some is directed towards developing
complex services, and some goes towards application of new hardware in the firm, e.g. R&ED on
software that allows consumers to engage in online banking.
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Figure 3. Business expenditure on R&D in services
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— Business outsourcing. Manufacturing firms sometimes buy (or outsource) RED by spinning off their
laboratories into a separate corporate entity or by choosing to purchase R&D services from

another private firm.

— Government outsourcing. Governments sometimes choose to “buy” rather than “make” R&ED. This is
likely to become more prevalent as research on software increases, although the general decline
in government funding of business R&D is a mitigating factor. Quasi-private research centres
funded by government contracts have also experienced some growth.

The R&D intensity of services as a whole remains below that of manufacturing, although services such
as telecommunications, software development and commercial RED have very high R&ED intensity. Some
of these sectors have grown extremely rapidly (Figure 3.2). The available data suggest that the role of ser-
vices R&D varies considerably across countries, but since R&ED survey coverage of services also varies, it is
unclear to what extent this is due to statistical practices and to what extent the differences are real. For
countries with a very low share of services R&D in total business RED, such as Germany, inadequate statis-
tical coverage is almost certainly the most important factor (Young, 1996; Revermann and Schmidt, 1999).

Many services innovate

As noted above, the character of innovation in services often differs somewhat from that in manu-
| 138 facturing.” Most service innovations are non-technical and mostly involve small and incremental
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changes in processes and procedures, so that they often do not require much R&D. Many service inno-
vations have often already been implemented in or by other organisations. Sundbo and Gallouj (1998)
distinguish four types of service innovations: product innovations, process innovations, organisational
innovations and market innovations. Within the category of process innovations, a distinction can be
made between changes in the production process and changes in delivery. While it is possible to dis-
tinguish these categories analytically, innovation surveys suggest that few firms engage in only one
type. In general, product, process and organisational innovation occur together. Ad fioc innovation, i.e. a
specific solution to a particular problem posed by a customer, is a fifth type of service innovation, typi-
cally made in interaction with the client.

Traditional measures of technological performance, such as patenting, usually do not capture ser-
vices sector innovation, as service innovations often do not meet the criteria for patenting. They are
mostly covered under other forms of intellectual property protection, such as copyrights and trade-
marks, which are not commonly captured in innovation statistics.® Since most services are also not very
R&ED-intensive, their low patent activity gives the incorrect impression that they are not very innovative.
Innovation surveys suggest that while services are on average somewhat less likely to innovate than
manufacturing (Figure 4), several are more likely to innovate than the average manufacturing firm. For
instance, the Italian innovation survey suggests that 31% of service firms innovate, compared with 33% in
manufacturing. However, over 50% of firms in advertising, engineering and computing and over 60% of

Figure 4. Innovative output in manufacturing and services
Share of firms introducing new or technologically improved products or processes on the market, 1994-96
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firms in banking and insurance innovated over the period reviewed (Sirilli and Evangelista, 1998). The
French innovation survey found that knowledge-intensive services were more likely to be innovative
than manufacturing firms (55% and 45% of firms, respectively) (SESSI, 1999).

Innovation surveys have also made clear that expenditure on R&D is only one element of firms’
expenditure on innovation. For manufacturing, R&D generally amounts to about half of total investment
in innovation. Non-R&D expenditure appears even more important for services than for manufacturing.
Since most innovation in services is linked to changes in processes, organisational arrangements and
markets, R&ED expenditure captures only a small part of the total innovative effort of service firms. In
Italy, for instance, only 24% of total innovative costs in services went for R&D expenditure, compared to
36% for manufacturing (Sirilli and Evangelista, 1998). In the Netherlands, 23% of innovative costs in ser-
vices were linked to intramural and extramural R&D, compared to 53% in manufacturing (Central Bureau
of Statistics, 1998).

In Germany, intramural and extramural R&ED accounted for only 21% of the total innovative effort in
services, with expenditure on new machinery and equipment, training and software and patents as the
main categories of expenditure (Mannheim Innovation Panel, 1999). The French 1998 innovation survey
is an exception, but it mainly covered knowledge-intensive business services, such as telecommunica-
tions, computer services and engineering, which are all highly R&D-intensive. R&D accounted for 89% of
the total innovative effort, compared with 66% in manufacturing (SESSI, 1999). Data from innovation sur-
veys for a limited number of countries suggest that the non-R&D portion of technological innovation
represents up to twice the RED portion. In most countries, expenditure on innovation (relative to sales)
is higher for manufacturing than for services (Figure 5). Expenditure on innovation in services is highest
in the United Kingdom and Sweden. The reasons for the differences in innovative performance and
expenditure across countries reported in Figures 4 and 5 remain to be explored (Department of Trade
and Industry, 19995).

Figure 5. Business expenditure on innovation
Expenditure on innovation as a share of total sales, 1996
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Innovation in services has often been related to the “reverse product cycle” (Barras, 1986; OECD,
1996a). In the cycle’s first stage, a firm adopts information technology — or another technology - to
improve the efficiency of an existing process. In the second stage, this new process generates a signifi-
cant improvement in the quality and delivery of the service provided. In the third stage, it becomes evi-
dent that the new technology provides the basis for an entirely new service, usually in a different field.
While the extent to which the empirical evidence supports this theory remains somewhat unclear, the
theory proposes an innovation process quite different from that prevailing in the manufacturing sector.

Innovation surveys also suggest that services innovate for many of the same reasons as manufactur-
ing firms: increasing market share, improving service quality and expanding product or service range.
However, compliance with regulations and standards seems of less importance in services, owing per-
haps to their more intangible nature. The same is obviously true for reducing material input or energy
costs or labour costs, because of the difference between the production processes in manufacturing and
services. While material inputs and energy costs are of minor importance in most services, labour costs
are important but may be difficult to reduce, given the importance of personal contact with the cus-
tomer (Barkin et al., 1998).

Acquired technology, ICT in particular, is crucial to performance

Acquisition of technology is an important aspect of innovation. Services rely heavily on technology
acquired from the manufacturing sector, in particular information and computing equipment. An OECD
study (Papaconstantinou et al., 1996) based on input-output tables for ten OECD countries estimated
technology flows for different sectors. The study separated technologies embodied in equipment and
technologies generated by the industry itself. It shows that a limited number of manufacturing indus-
tries produce most technology, while services are typically the main users. Since services are the main
clients for new technologies, their needs increasingly steer technology development (NIST, 1998). Tele-
communications, transport and storage, and social (including health) and personal services are gener-
ally among the most technology-intensive sectors (Figure 6). Wholesale and retail trade, finance and
insurance, and real estate and business services had relatively low levels of technology intensity in the
early 1990s.

The overall findings mask considerable differences within these broad sectors, however, and fur-
ther analysis of input-output tables is needed to obtain a more detailed measure of the total technol-
ogy intensity of various sectors. Evidence from comparable input-output tables also suggests that the
technology intensity of countries differs as well (OECD, 1996bh; Amable and Palombarini, 1998). In the
telecommunication sector, however, the available evidence suggests convergence of technology inten-
sity; similarity in the use of ICT and the rapid diffusion of technologies in this increasingly global market
may contribute to this trend.

ICT are particularly important for certain services (Figure 7). Their relevance is partly due to the fact
that many services process and diffuse information,” particularly in financial services, communication
and public administration. Advances in ICT that allow more information to be codified and the increas-
ing move into knowledge technologies such as expert systems, have expanded the scope for ICT use in
many services. In sectors that deal with more physical services, such as transport and distribution, ICT is
often integrated in technologies that enhance logistics and automate complex processes. In human and
social services, such as medical and health services, ICT is also increasingly used. In recent years, elec-
tronic commerce has furnished an important stimulus to ICT investment in the services sector (OECD,
2000a).

The importance of ICT can also be seen in some of the evidence on services sector RED (OECD,
1997a). Much R&D carried out in the services sector is IT-related and concerns software development or
computer services. The innovation survey for Germany suggests that ICT are the major technologies for
service firms. The five most important technologies mentioned by German service firms are personal
computers, office software, communication networks, data banks and specialised software (Mannheim
Innovation Panel, 1999).
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Figure 6. The relative embodied technology content of production
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Source: OECD calculations on the basis of input-output tables. See Papaconstantinou et al. (1996).

Figure 7. The role of purchased ICT equipment in manufacturing and services, 1995*
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Growth in services is accompanied by upskilling

Traditionally, services employment was characterised as low-skill and low-paid. The rise in employ-
ment in services was therefore regarded as a move towards “bad” jobs. Empirical research, by the
OECD and in many countries, shows that the average job in the services sector is not a low-skill job. Ser-
vices contain some of the best-paid and most high-skill jobs in the economy, although many jobs are
low-skill. This is confirmed in studies for the United States, where most recent employment growth has
been in services (US Department of Commerce, 1996; Meisenheimer, 1998). Meisenheimer assessed the
quality of service jobs on a range of measures, such as pay, benefits, job security, occupational structure
and job safety and showed the wide variety in pay and benefits in the services sector.

An OECD study, covering ten countries, demonstrates that much of the growth in service employ-
ment between the early 1980s and the early 1990s involved high-skilled workers (OECD, 1998b). Most of
the growth was in real estate, business and financial services and sanitary services. A recent study for
Australia also emphasises the importance of skills for the growth of services (Department of Industry,
Science and Resources, 1999). It distinguishes between two types of new services. One, reengineered
services, is heavily affected by globalisation and the development of electronic modes of delivery,
which pressure firms to cut costs, differentiate their product lines, strengthen innovation and expand
markets. Much of the value of the second group, knowledge-intensive services, is associated with the
delivery of knowledge to other firms. Both groups demand high skills; the second has a strong focus on
scientific and ICT skills.

Many new service firms remain small

Firm-level databases can also be used to analyse service performance. These data cover individual
firms or establishments and make it possible to trace firms’' performance over time (OECD, 1998¢). Few
studies have studied services sector performance on this basis, however. A study by Audretsch et al.,
(1998) for retailing, restaurants and hotels in the Netherlands suggests that many of the relationships
between survival, growth, age and size, that have been shown to hold for manufacturing firms also hold
for services firms. Consequently, entry and exit of firms are common, new entrants have low market pen-
etration, entry and exit are highly correlated, survival rates of new entrants are low and even successful
entrants take a long time to reach a size comparable with an incumbent firm (Geroski, 1995).

The same study also notes a few important differences between services and manufacturing. For
the services considered, surviving new entrants grow for a few years but stagnate at small scale. This
may be due to the absence of economies of scale in many services, so that firms do not need to grow
much to reach minimum efficient scale. In much of the manufacturing sector, instead, firms need to con-
tinue to grow. It is not known whether this is also the case for other countries or other services. It may be
that greater competition, or changes in service production processes (such as greater tradability owing
to electronic commerce), could make economies of scale more important and thus change the dynamics
of entry and growth in services (Van der Wiel, 1999). Further studies, covering other services and other
countries will be needed. The absence of economies of scale and the low level of competition also help
explain why many services have many small and medium-sized enterprises.!'?

The forces behind growth and innovation in the services sector

Some of the main characteristics of services, which are often increasingly similar to those of manu-
facturing, are (Miles, 1995; Miles and Boden, 1998):

— Traditionally, physical capital for services mainly consisted of buildings and structures. However,
services increasingly use machinery and equipment, and services are the main investors in ICT
equipment.

— Some services mainly use low-skilled labour and others mainly high-skilled labour. In general,
however, skills are becoming more important, notably technical and client skills, and some craft-
like tasks are now standardised.
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— Knowledge and innovation are increasingly important. The development of knowledge-intensive
services, linked to the delivery of intellectual property, is one sign of this trend, as is the growing
R&D-, skills- and ICT-intensity of services.

— Economies of scale remain more limited in most services than in manufacturing but are more
important than in the past. Some services, such as banking and airlines, are quite highly concen-
trated.

— Services are often disembodied and hard to store, but information services can increasingly be
stored and therefore traded. Electronic commerce will affect many services and open the way for
global delivery.

— Service innovations are hard to patent, although they are sometimes embodied in patentable
goods. Other forms of intellectual property protection, such as copyright and trademarks, are
prevalent.

— Markets in services are often structured differently from those in manufacturing. Some are
monopolies, public provision plays a considerable role in several areas, and most are heavily
regulated. The structure of these markets is changing, however, as the rationale for many monop-
olies has eroded, the private provision of services such as health and education is increasing and
regulatory reforms are improving competition in many services, including transport and commu-
nication and financial services.

These characteristics of services suggest that while the drivers of service performance are not quite
the same as those of manufacturing, similar processes are at work in both parts of the economy. Under-
lying these processes are broader forces which have changed significantly in recent years. They include
the growing role of market forces and private funding in the innovation process, which is linked to regu-
latory reform and globalisation; the growing role of knowledge, innovation and information technology;
and the increased importance of networking and co-operation in the growth process. These forces are
changing the workings of economies throughout the OECD area.!' Some key drivers of performance in
services are discussed in the following sections.

RE&D, innovation and networking

Innovation surveys suggest that service firms rely to a very limited extent on universities and
research laboratories for the knowledge they require. First, service firms are often mainly interested in
the development, marketing and customer orientation of new ideas. Basic RED is often less relevant, as
most services do not develop their own technologies. Second, many service firms — though not all — are
quite small and of limited interest to universities. Third, partly for historical reasons, universities often
focus on industrial production processes and technologies that are of limited relevance to service firms.
There are important exceptions, however. For example, innovation in health services is closely linked to
university research, as is progress in certain fields of software that are relevant to banks or logistical services.

Although service firms have few direct links with science, they may have important indirect effects
on the orientation of basic and applied R&ED. For instance, service firms in sectors such as air, maritime
and rail transport, telecommunications and retailing are major customers of specialised equipment
manufacturers. United Airlines, for example, played a major role in developing Boeing’s 777 series. The
needs of such firms orient R&ED in the manufacturing sector and influence the focus of the related basic
scientific research. Large retailers play an increasingly important role in orienting R&D aimed at new
consumer products, since they can guarantee a market and thus reduce manufacturers’ risks and uncertainty.

While links with science are not always very strong, co-operation and networking play an ever
greater role in services. Innovation surveys suggest that services rely extensively on other firms for their
knowledge. The 1997 German Innovation Survey found that competitors, trade fairs, exhibitions and cli-
ents were the main sources of external knowledge. Equipment suppliers were also important. In Italy as
well, these four sources were considered the most important, followed by consultancies, conferences
and seminars and patents and licenses (Sirilli and Evangelista, 1998). Research institutes and universi-
ties were important for fewer than 5% of innovating firms in the services sector. In France, clients and
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equipment suppliers were by far the most important sources of external knowledge for the services cov-
ered in the innovation survey (SESSI, 1999).!2 Competitors were of minor importance compared with
Germany and Italy. In the United Kingdom, clients and customers were considered by far the most
important source of knowledge, followed by internal sources, equipment suppliers and other firms
(Department of Trade and Industry, 1999b).

Networking and co-operation have become more formalised, owing to the increasing use of exter-
nal knowledge and cost-sharing. Co-operative agreements now exist in many services, ranging from alli-
ances in air services and telecommunications to purchasing groups, strategic alliances and retail
franchises. Services represent a growing share of strategic alliances, particularly in trade, financial ser-
vices and business services (OECD, 20004), often with a view to innovation. A study for the
United States found that firms that engage in research joint ventures are more competitive and invest
more in ICT than firms that do not (NIST, 1998).

Many co-operative arrangements in services seek to establish technological standards so as to
make different technologies compatible and reduce technological uncertainty. Many are concerned with
problems firms encounter in using and implementing ICT (NIST, 1998), and particularly the need for
compatibility and interoperability, for instance in banking and airlines. In the United States, the Finan-
cial Services Technology Consortium undertook collaborative R&ED on exchange of digital images of
paper checks. Developing a common standard may be crucial to guarantee a sufficiently large market,
often the only way to recover high development costs. For example, the development of the GSM stan-
dard has provided a strong impetus to the development of mobile telephony in Europe.

Consultant, training, RED and computing services play a crucial role in innovation networks, as they
help disseminate technology and innovative concepts to other firms. These knowledge-intensive busi-
ness services (KIBS) thus facilitate innovation in other firms and are an important source of innovation
(Den Hertog and Bilderbeek, 1998). They rely on highly specialist skills, are important users of IT and
are generally regarded as making an important contribution to the “distribution power” of national inno-
vation systems and helping to improve the economic performance of the system as a whole. Because
specialist advice is needed more than before, some observers have suggested that KIBS constitute a
second knowledge infrastructure, one which supplements the knowledge infrastructure of universities,
research institutes and traditional knowledge transfer institutions (Den Hertog and Bilderbeek, 1998).

A recent study for Canada, covering communications, financial services and technical business ser-
vices, focused on the characteristics of innovation in this part of the services sector (Statistics Canada,
1998). It found a very high incidence of innovation and suggested that most innovations in these sectors
improved the service provided, although the various services differed considerably. For instance, inno-
vation in financial services primarily affected flexibility, speed of delivery and productivity, whereas
innovation in communications mainly affected product and service reliability.

In 1994, the OECD market for some of these “strategic” business services amounted to approxi-
mately USD 950 billion (Figure 8). Since these services are among the most rapidly growing sectors of
the economy, their share in GDP and in total turnover is likely to have risen further over the past years,
making them even more important to overall economic performance.

Investment in fixed capital and the role of information technology

The services sector has traditionally furnished the bulk of tangible investment in buildings, struc-
tures and equipment (OECD, 1996a). Over the past decades, particularly in Europe and the
United States, the investment intensity (measured as the ratio of gross fixed capital formation to gross
value added) of the services sector has been substantially higher than that of manufacturing. Services
such as transport and communication are very capital-intensive owing to large investments in infrastruc-
ture. Others, such as wholesale and retail trade, and financial and business services, are less capital-
intensive than manufacturing, but have become more capital-intensive over time.

The innovation potential of several services is limited by the existing stock of fixed capital. Public
utilities, transport and telecommunications, for example, have a large stock of capital embodied in

© OECD 2000

145



OECD Science, Technology and Industry Outlook 2000

146

Figure 8. Turnover and percentage share of total turnover of strategic business services, 1994
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infrastructure which limits the potential for innovation and reduces the scope for alternative technologi-
cal trajectories (NIST, 1998). For example, many buildings are ill-suited to modern demands for flexibil-
ity (OECD, 1998¢) and the Minitel, an alternative technology developed earlier, has probably delayed
the adoption of the Internet in France. In principle, the legacy problem offers countries that lack heavy
investment in infrastructure a potential for “leap-frogging” and adopting the latest technologies.

In several sectors, a large part of their investment in machinery and equipment has gone towards
ICT, as cheap ICT has substituted for other types of capital (Figure 9). As a result, the largest portion of
the fixed capital stock in the US services sector now consists of machinery and equipment. The share of
machinery and equipment in the gross capital stock of the services sector is now almost the same as it
is in manufacturing.

Firm-level studies show that investment in ICT, when accompanied by organisational change and
investment in human capital, has a significant impact on productivity and economic performance. The
evidence extends beyond manufacturing to include significant parts of the services sector (Broersma
and McGuckin, 1999). In addition, ICT facilitates networking and co-operation on innovation and under-
pins electronic commerce. This increases the tradability of services and enables global delivery. The
creation of a low-cost network that links existing computing stock through platform-independent, non-
proprietary software and allows the use of all existing communication systems (satellite, cable, tele-
phone, electrical grids) has vastly increased the functionality of existing ICT capital in the services sec-
tor, reduced information deficiencies and led to new business practices that may be contributing to
productivity growth.

Electronic commerce is the prime example of a knowledge-based service activity built on ICT. It
provides a fast and potentially more cost-effective way to connect firms, making existing business pro-
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Figure 9. Relative IT intensity index by industry in the United States, 1997*
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cesses more efficient. Significant productivity gains are possible, especially in business-to-business
relations, because electronic commerce is relatively cheap and can enable automation of relatively sim-
ple but universally needed processes such as distribution, sales, after-sales service and inventory man-
agement. In addition, it can be used all along the value chain in an integrated fashion with potentially
enormous impacts on productivity performance and innovation. In the United States, early adopters
already have shorter design processes, higher levels of product customisation, standardisation of parts,
lower inventory cost, faster production and lower supply costs (OECD, 2000a).

Human capital

Human capital is among the main drivers of service performance for several reasons:
— Many traditional services are labour-intensive and people are the main resource.

— Certain services are highly knowledge-intensive and provide advice and expertise to other firms.
They require highly skilled and experienced workers, often with ICT and scientific skills.

- Innovation in services is strongly dependent on the skills, expertise and experience of service
workers. Their tacit knowledge and experience with customers are crucial to the development of
new service products or processes. Many innovation surveys point to a lack of sufficiently skilled
personnel as a barrier to innovation.

— Service performance is closely linked to the interaction between the consumer and the service
provider. The quality of the service provided depends greatly on service workers’ skills, such as
creativity, resourcefulness, ability to communicate and strategic thinking (Department of Indus-
try, Science and Resources, 1999).

— The extensive use of ICT in many services requires workers who are sufficiently skilled to use
these technologies effectively.
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Investment in human capital is thus an important component of services sector performance and
includes continuous training and updating of skills, as well as the development of a learning organisa-
tion, as the experience of individual firms demonstrates. A recent study by McKinsey, a management
consultancy, suggests that service firms often have difficulty improving performance by using methods
devised for manufacturing firms (Barkin et al., 1998). Reducing costs and changing management may be
less effective than in manufacturing firms, since the most important element for service firms is cus-
tomer contact. If service workers who deal directly with clients are insufficiently motivated or trained,
the company’s performance is affected. Improving service performance is therefore often conditional on
issues such as a stronger focus on customer service, innovation and changes in the service provided.

Organisational change

A study of innovation and technology policy has shown that the effective use of modern technolo-
gies in the workplace is closely linked to changes in working practices and organisation (OECD, 1998q).
In manufacturing, for instance, effective use of modern technologies in the car industry was closely
related to the implementation of the just-in-time system. The experience of services is similar. Most
innovation surveys indicate that firms need to learn to manage innovation within the firm and develop
the proper organisational structures if they are to innovate effectively.'?

Similar evidence is provided by studies focusing on the management of information technology in
service firms (Van Biema and Greenwald, 1997). Whereas best-practice firms appear to benefit from the
introduction of information technology and improve productivity, many firms have difficulty benefiting
from the use of information technology. Management-related factors, a capacity for organisational
change and more effective use of human resources are commonly considered to be the main factors
that distinguish the best — and often most productive — service firms from those that perform poorly.

Intellectual property rights and incentives to innovate

To protect their innovation and appropriate the returns of their activity, firms depend on a various
forms of intellectual property rights (IPR). However, even in manufacturing, many innovations are not
protected by IPR, as firms find that other means, such as first-to-market or the complexity of the innova-
tion, provide sufficient protection against imitation. Firms may also bundle several products or services,
so that customers find it difficult to switch to a competitor.

When IPR regimes are used, the difference between services and manufacturing is substantial.'®

Patents play a limited role in services, as the patent system tends to be based on technological
advances that are incorporated in products or manufacturing processes (Andersen and Howells, 1998).
Although software and some other information services are covered by patent law, most service innova-
tions are not. Trademark, copyright and trade secrets are more common. A study of Canadian service
firms found that less than half of those covered used IPR regimes to protect their innovation (Statistics
Canada, 1998). Over 40% of innovators in communications found copyright to be an effective way to protect
IPR, and over 50% found trademarks effective. Most service firms surveyed found that first-to-market
strategies were the most effective IPR strategy. The evidence is similar for Canadian manufacturing.

It is not clear that the IPR regime constrains the innovative performance of the services sector. The
innovation survey for Italy suggests that only 2% of firms cite the risk of imitation as a very important
obstacle to innovation (Sirilli and Evangelista, 1998). Among the obstacles surveyed, which included
financial constraints, skill shortages and high risk, IPR received the lowest rating. The recent French
innovation survey on services also gives little emphasis to IPR issues.

Other innovation surveys suggest that imitation is in fact seen as a risk. The Canadian innovation
survey (Statistics Canada, 1998) found that about 20% of innovators in communication services and 30%
in financial and technical business services regard the risk of ready imitation as an important obstacle
to innovation. The services covered by the Canadian survey are among the most innovative in the econ-
omy. The high degree of competition and innovation in these services suggests that the risk of imitation
may be a more important issue than for less innovative economic sectors. The German innovation sur-
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vey for 1995 also found that services firms cite the risk of imitation as an important obstacle. However,
they cited ease of imitation less often than manufacturing firms (35% and 45%, respectively), which sug-
gests that IPR may only be one element in the risk of imitation.

While evidence on the suitability of IPR regimes for service innovation is mixed and perhaps owing
in part to the level of competition in different industries, there are indications that the specific charac-
teristics of services IPR may affect the diffusion of innovation in services. Patents give IPR protection in
exchange for information about the innovation in the patent, which allows knowledge to be diffused.
Because the IPR regimes mainly used by service firms are not based on registration of information per-
taining to the innovation, the relevant knowledge may diffuse more slowly. When service firms use
copyright or secrecy to protect their innovations, their competitors may know little about their new ser-
vices or processes, and this may strengthen the returns to innovation (Andersen and Howells, 1998).
These issues are obviously even more important in an international context. Since services are becom-
ing more tradable and innovative, and exposed to greater competition, it is important to consider
whether existing IPR regimes in services are sufficiently geared towards innovation and diffusion and
whether they should - in certain cases — be adapted. Recent changes in IPR legislation with regard to
Internet-related services suggests that this policy area will continue to require adjustment. The rapid
expansion of electronic commerce, in particular, may seriously challenge existing IPR regimes.

Competition and the regulatory framework

International competition in services is increasing but remains limited compared to manufacturing.
Trade barriers continue to limit international competition, although considerable progress has been
made in the past years. ICT is changing the nature of international competition in a number of services,
however, as financial markets, telecommunications, retailing and travel demonstrate. While interna-
tional trade is increasing in these areas, global markets are still somewhat underdeveloped and it will
take some time before international competition drives performance.

Electronic commerce will increase international trade, particularly in electronically delivered products,
many of which are services that have not as yet been exposed to significant international trade but have
been “traded” through FDI or have operated at global level only for large corporate clients. The change may
come as a shock to sectors that have been sheltered by logistical or regulatory barriers. In addition, it will
create pressure to reduce differences in regulatory standards on accreditation, licensing and restrictions on
activity for newly tradable products. The direct tradability of services could increase friction among countries
in areas that impinge on “culture” such as language, art and entertainment, sensitivities about pornography
and gambling, attitudes regarding health and education, and the availability of certain drugs.

Internationalisation also has other impacts on the innovation process. In services such as retailing
and retail banking, international expansion is an important way to expand once firms’ domestic markets
are saturated. It also allows companies to gain access to knowledge, innovative concepts, services and
ideas and new technologies. FDI, often in the form of joint ventures, mergers and acquisitions, is the
main channel for international expansion. Openness to foreign knowledge is increasingly seen as cen-
tral to the innovation process (Stiglitz, 1999).

Co-operative arrangements and alliances also play an important role at international level. Retail-
ers co-operate in joint purchasing groups, which provide them with additional market power in their
dealings with manufacturers. International co-operative arrangements sometimes also include joint
marketing, logistics and finance. As these functions are closely linked to the core services provided by
retailers, such co-operative arrangements may contribute to their innovative performance.

While internationalisation has become more important in sectors such as telecommunications and
transport, domestic competition continues to drive change in many services. Regulatory restrictions
tend to be the main barrier to broader competition (Blondal and Pilat, 1997). Traditionally, such regula-
tions were introduced to deal with perceived market failures, such as externalities related to invest-
ment in networks or infrastructure or asymmetric information between producers and consumers.
Current reform efforts are driven by a reassessment of these market failures and of the ability of govern-
ments to correct them via regulations. Changes in technology and experience have cast doubt upon the 149
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notion of natural monopolies in many sectors, and there is growing recognition that government failure
as well as market failure may create inefficiencies. In services for which the public sector has been the
key provider for many years — health services, education and many public services — the scope for pri-
vate provision has increased and market mechanisms have started to play a greater role in the quest for
greater efficiency and lower public costs.

Inappropriate regulations can impose substantial costs and inefficiencies on firms, sectors and the
economy as a whole. If firms have little incentive to economise on resources, they may over-invest in
capital, employ excess labour, or organise production inefficiently. If competition is lacking, the result
may be excess rents to capital or labour, or both, so that profits and/or wages are higher than they would
be under competitive conditions. Moreover, regulations on service and product type can prevent firms
from taking advantage of economies of scale and of scope by networking. Finally, there is increasing evi-
dence that in the absence of competition, firms have little incentive to innovate and are less willing to
adapt the quality and mix of goods and services to meet changing consumer needs. In sum, inappropri-
ate regulation in a particular sector is likely to result in lower productivity, higher costs, higher prices,
misallocation of resources, lack of innovation and poor service quality.

The impact of competition and regulation on innovation can be observed in many services, as
recent innovation surveys confirm. For instance, a Canadian innovation survey indicated that firms in
the communications industry cited legislation as a significant barrier to innovation (Statistics Canada,
1998). In Germany, technical service providers often mentioned long administrative and authorisation
procedures as an obstacle to innovation (Mannheim Innovation Panel, 1999). In Italy, legislation, norms,
regulations and standards emerged as the fourth most important constraint on innovation (Sirilli and
Evangelista, 1998).

Policies to enhance innovation and economic performance

The growing role of services in the economy suggests that macroeconomic and structural policies may
need to take more account of the special characteristics of the services sector. Studies by the OECD
(1996a) and for a number of OECD Member countries (US Department of Commerce, 1996; Julius and But-
ler, 1998) suggest possible implications for macroeconomic policy. First, if it is more difficult to measure
output and price changes for services than for manufacturing, economy-wide measures of economic
growth and inflation risk being more distorted, making it potentially more difficult to design monetary and
fiscal policy. Second, an economy largely composed of services may respond differently to changes in
interest or exchange rates, so that macroeconomic policies may be less effective. The evidence on these
issues is mixed. Rapid technological change in fields such as ICT and biotechnology and the increased
bundling of manufacturing and services make measuring output and price in manufacturing almost as diffi-
cult as in services. Third, services appear to be as cyclical as manufacturing (OECD, 1996a).

Structural policies, such as innovation policy, may also be affected by the increasing role of ser-
vices. While sector-specific policies are needed only in some areas, services may sometimes demand a
policy response that is suited to services and to specific problems faced by innovative firms in the sec-
tor. Many barriers to innovation in services resemble those in manufacturing, however. Innovation sur-
veys suggest that insufficient access to finance and risk capital, lack of internal capacity to innovate,
insufficient expertise in applying ICT and high risk are typically the main barriers to innovation (Sirilli
and Evangelista, 1998; Mannheim Innovation Panel, 1999; SESSI, 1999; Statistics Canada, 1998). Other
obstacles mentioned in innovation surveys are the limited degree of protection of service innovations,
regulatory and legislative barriers, and insufficient demand for innovation. A market with undemanding
customers is unlikely to result in much innovation, since innovation in services often requires some con-
sumer input.15

Insofar as barriers to innovation in services are indeed similar to those in manufacturing, it might
suffice to establish generic policies that strengthen the framework for innovation. A framework for such
policies was provided in recent OECD work on innovation policy (OECD, 1998a; 1999a; 20004). Among
the principal elements of the framework are policies to build an innovation culture, to enhance technol-
ogy diffusion throughout the economy, to promote networking and clustering, to leverage R&D better
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and to strengthen the innovation system'’s capacity to respond to globalisation. Many of these policies
should apply equally to all sectors. For more generic policies for technology and innovation, however,
some elements of policy may require adjustment to reduce any implicit bias against services. As tech-
nology and innovation policies have generally developed on the basis of innovation practices in manu-
facturing, they are not always well adapted to service innovation. '

In terms of regulatory reform, competition and international trade, sector-specific policies may still
be needed where the situation for services is different than for manufacturing. For technology and inno-
vation policy, the growing impact of the services sector shows once more that certain factors that are
important to innovation, such as organisational change, human capital and non-R&D expenditure on
innovation, have tended to receive less attention than is required. In such areas, government may wish
to level the playing field and give fair and equal treatment to the needs of the services sector.

Not all of the barriers identified by innovation surveys require policy intervention. In many cases,
firms find their own means of overcoming them (NIST, 1998). For instance, they engage in collaborative
arrangements with other firms inside and outside the services sector to gain access to knowledge and
skills they have difficulty obtaining within the firm. Such collaborative approaches also involve efforts to
set standards, which helps to reduce risk and allows firms to share costs. For governments, it is increas-
ingly important to understand their own role in an increasingly complex economy. Policy should focus
on what governments can do better than the private sector and on market or systemic failures.!” The
following sections note the main elements of a comprehensive policy response to improve services sec-
tor performance.

Government policy should create an effective framework for ICT use by services firms

Information technology is crucial to improving performance in services. Regulatory reform and
investment in information technology are among the main reasons why productivity has improved in
many services, although this is not yet fully reflected in productivity statistics. To create an effective
framework for IT use by services, governments need to address regulatory reform to bring down ICT
costs and to develop standards and an international regulatory framework for electronic commerce;
they also need to pay sufficient attention to ICT skills in education and training policy (OECD, 2000 a).
Governments also play a role in developing the generic technologies and technological infrastructure
related to ICT use, since the business sector may not always engage in long-term research that is diffi-
cult to appropriate.

Regulatory reform in services must promote competition and innovation

Many services continue to be highly regulated. Experience across the OECD area suggests that
appropriate regulatory reform can contribute substantially to improvements in the sector's performance
(OECD, 1997b; Blondal and Pilat, 1997). This is the case for many sectors, including electric utilities, road
and air transport, distribution services, telecommunications, professional and financial services. Further
regulatory reform of the telecommunications industry is particularly important to provide better access
to ICT services such as high-capacity broadband communications, which can facilitate electronic com-
merce in many services. Reducing administrative barriers for start-up firms is also an important area for
reform, as it can promote greater business dynamism and entry. Appropriate regulatory reform can also
help promote new growth areas, as it has for environmental services and the new media (OECD, 1998a).
The reform of regulatory structures often has a sector-specific character, as the new competition frame-
work will need to take account of the sector’s prevailing market structure.'®

Trade and investment barriers in services require further adjustment

Barriers to trade and investment in services continue to be an important obstacle to further globali-
sation of the services sector. Following the reduction of trade barriers for manufacturing, these barriers
are increasingly the main constraint on globalisation and international investment. The internationalisa-
tion of the services sector would significantly increase the market for domestic firms, would promote the
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diffusion of ideas and innovative concepts, would encourage specialisation on the basis of each coun-
try’s comparative advantage in tradable services and would be likely to affect long-term economy-wide
growth positively. Not all services are likely to internationalise, however. Personal services, for example,
will probably continue to be closely linked to domestic markets. Certain barriers to investment in ser-
vices may be difficult to remove, however, as they concern issues closely linked to culture and national
values. The globalisation of service markets will also expose a large part of the domestic economy to
global forces and trends. This will require further efforts to strengthen the absorptive and adaptive
capacity of OECD economies.

Policy must avoid implicit biases against services

Government policies in several areas, including technology and innovation policy, have tradition-
ally emphasised high-technology manufacturing industries and focused primarily on large firms. Since
services are increasingly innovative, and it is difficult in any case to define specific criteria for selecting
firms, sectors or regions for government support, policies may increasingly need to be generic, i.e. open
to all sectors and firms. In some cases, this may mean that established policy instruments need to be
adjusted and implicit biases removed. For instance, RED tax credits are more relevant to manufacturing
than to services, and, in any case, focus on only one component of total business expenditure on inno-
vation. Manufacturing extension programmes are explicitly designed for technology diffusion in manu-
facturing, but may be equally valuable for services firms. Similar biases may exist in other areas of
government policy, such as taxation.

Skill formation requires government to take an active role

Innovation in services relies more on appropriate skills than innovation in manufacturing. A broad
education policy, emphasising multidisciplinary, lifelong learning, will be crucial to developing such
skills. It must focus more on working in teams, dealing with customers, maintaining interpersonal rela-
tionships, communicating effectively, networking and adapting to change. Many service firms regard a
lack of IT personnel as a constraint on innovation. Since ICT plays a central role in services, this is not
surprising. The recent shortage of ICT personnel in some countries may be linked to temporary condi-
tions, such as Y2K-related investment and the transition to the euro. To the extent that the problem is
structural in nature, it may be necessary to take action to alleviate shortages, e.g. by strengthening
incentives for training in the business sector. While business must play a considerable role in skill for-
mation, governments continue to be responsible for the development of the common skills pool, espe-
cially when these are highly portable. New arrangements between business and government may be
required to meet this challenge.

Government must promote an innovation culture in services

The extent to which governments can help business to become more innovative may be limited.
Still, they can create favourable framework conditions and encourage business, both large and small, to
adopt best practices in innovation and business management. They can help where market or systemic
failures hinder their adoption. For instance, they can extend the scope of technology diffusion pro-
grammes to include elements that promote firm-level capabilities for identifying, accessing and incor-
porating new knowledge and techniques. Governments should also address barriers that restrain the
emergence and growth of more innovative service firms. This involves, among others, the encourage-
ment of private venture capital markets, the reform of regulations which unduly inhibit entrepreneur-
ship on the part of researchers in the public and private sectors and the removal of other obstacles to
risk-taking, such as bankruptcy laws that excessively penalise failure (OECD, 20004).

Intellectual property rights in dynamic services may require adjustment

Innovation surveys suggest that service firms do not regard the risk of imitation as a major barrier to
innovation. In countries where they do, the problem is regarded as just as large in manufacturing. To
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some extent, the low risk attached to imitation may not be the result of insufficiently strong IPR regimes,
but rather of a lack of competition and market fragmentation. Once competition increases, innovation
becomes more important as a driver of performance, services take greater advantage of economies of
scale and some service markets become more global in nature. Insufficient IPR protection may then
constrain innovation in services. As a result, the appropriateness of current IPR regimes for service inno-
vation may need to be reconsidered. In addition, the IPR regimes mostly used in services do not pro-
mote technology diffusion to the same degree as patenting, and this could limit learning within and
among countries about better ways to improve service performance. Finally, protecting IPR is costly,
and the small size of service firms may limit the use of IPR regimes in the services sector. However, the
available evidence does not indicate that this is the case, and it is therefore premature to strengthen
IPR regimes for services. In some cases, such as software, patent legislation has recently been
expanded to cover service innovation.

Government must be a demanding customer and innovative provider

The public sector is an important purchaser and provider of services. Since innovation in services is
closely linked to sophisticated consumer demand, government can promote service innovation by
being a demanding buyer. In sectors where government remains a major provider, such as health, edu-
cation and social services, it can become a more sophisticated and innovative provider. The demand
approach to public procurement is an important component of “cluster” policies in several OECD coun-
tries and is particularly relevant to the services sector (OECD, 1999¢).

Closer co-operation with business is needed to strengthen policy design and delivery

Government policy should focus on areas where the market may not sufficiently provide what is
needed to improve the performance of the services sector. In addition, government will increasingly
need to work with business to design and implement policies. For instance, the United Kingdom’s Fore-
sight Programme has explicitly sought to include service firms (Miles, 1999). Foresight and the develop-
ment of roadmaps can help reduce the technological uncertainty that many firms face and which may
limit their investment in modern technologies (NIST, 1998). The active involvement of service firms in
such — and other - policy areas is necessary to foster lasting change, as firms will be more likely to feel
some ownership of the results (Stiglitz, 1999).

Data collection on services needs improvement

While many countries are making efforts to extend data collection for the services sector, services
continue to be poorly covered in most basic statistics. To improve understanding of service processes
and performance and to design policies better suited to the services sector, better and more compre-
hensive data are needed. Data should probably increasingly go beyond the traditional sector bound-
aries to focus on the interaction among firms and with other actors in the economy, as such interaction is
essential to the innovation process.

Summing up

Traditionally, it was thought that services were characterised by low productivity growth and a low
level of innovation. Were this the case, the transition to a service-led economy could mean lower growth
and lower rates of technological progress. This chapter examined the evidence on the performance of
the services sector and finds that services are an increasingly dynamic part of the economy. Many expe-
rience rapid productivity growth, several are innovative, and new jobs in the services sector increas-
ingly require skilled personnel. Services are also becoming more tradable and are increasingly exposed
to competition, which forces improvements in performance. Productivity-enhancing investment in ICT,
regulatory reform and the growing tradability of services are among the main factors explaining stronger
performance.
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ICT, in particular, enables productivity improvements in many sectors, including transport, commu-
nications, wholesale and retail trade, and finance and business services, although official data often
obscure their impact because of measurement problems. Investment in ICT needs to be accompanied
by upskilling of workers, organisational change and a competitive business climate if it is to be effec-
tive. Knowledge-intensive services, such as R&D, computing and consultant services have experienced
very rapid growth and are important sources of innovation. Many other services have become more
innovative as a result of the implementation of ICT in service delivery, the competition-enhancing
effects of regulatory reform and the increased role of networking and co-operation in the innovation
process.

Innovation surveys suggest that obstacles to growth and innovation in services are generally no dif-
ferent than in manufacturing. Insufficient access to finance and risk capital, lack of internal capacity to
innovate, insufficient expertise in applying ICT, and high risk are typically the main barriers to innova-
tion in both sectors. If the barriers to innovation are similar, there may be no need for specific policies
aimed at innovation and growth in services. However, some elements of policy must take better account
of the needs and main characteristics of the services sector if they are to promote growth and innova-
tion. Such policies also need to account for the large variety in the services sector. These policies
include:

— Regulatory reform to ease access and reduce costs of service-relevant ICT, e.g. high-capacity
broadband communications, and attention to ICT skills and the development of ICT-related busi-
ness services. Regulatory frameworks and standards for the development of electronic commerce
are also essential.

— Further reform of regulatory structures to promote competition and innovation and to reduce bar-
riers and administrative rules for new entrants and start-ups.

— Reduction of trade and foreign investment barriers in services to strengthen competition and
promote the diffusion of innovative ideas and concepts across countries.

— Redesign of some instruments of government policy, such as the scope of R&ED support and tech-
nology diffusion programmes, to remove implicit policy biases against services.

— Greater attention to service-related skills in education and training policies, since people and
their knowledge, client and communication skills are drivers of service performance.

— Promotion of an innovation culture in services through stronger competition, improved access to
finance and risk capital and removal of barriers to entrepreneurship and risk-taking.

— Attention to IPR in services exposed to high levels of international competition to ensure that
business continues to innovate.

— Promotion of innovative behaviour in areas where government is an important provider or pur-
chaser of services, e.g. construction, education and health.

— Closer co-operation with business to improve policy design and delivery.

— Better and more comprehensive data, to increase our understanding of processes that drive ser-
vice innovation.
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NOTES

. This chapter also draws on the outcome of the 1999 Business and Industry Policy Forum, “Realising the Poten-

tial of the Service Economy” (OECD, 20006).

. The distinction between sectors is blurring, however, and changes in the mode of delivery may affect the

industrial classification, as in the case of software and other information services.

The gap between services and manufacturing productivity performance may - to a limited extent — be due to
an increase in outsourcing (Fixler and Siegel, 1999). Outsourcing may temporarily have increased the demand
for certain services, thus leading to a slowdown in productivity performance. This suggests that services pro-
ductivity could increase once the demand shock subsides.

The impact of ICT on productivity is particularly important for understanding productivity in services. Triplett
(1999) gives an excellent overview of this debate. See also OECD (2000a).

Similar studies exist for the insurance industry (e.g. Bernstein, 1999).

6. These surveys are still likely to understate RED in services, owing to the large number of small firms in many

12.
13.

services and the difficulties service firms have for measuring their expenditure on R&ED correctly, given its infor-
mal character. A recent study for Germany indicated that the terms and examples used in R&D surveys often
focus excessively on manufacturing, so that R&ED in service firms is underreported (Revermann and Schmidt,
1999).

The difference between services and manufacturing innovation is largely one of degree. For instance, services
innovation is more often non-technical than innovation in manufacturing, and services firms engage more often
in ad hoc innovation, since their production is less standardised than that of manufacturing. However, as empha-
sised above, the distinction between services and manufacturing is becoming increasingly blurred, making
sharp distinctions in innovation difficult as well.

Copyright does not require registration, so that there is not always a statistical record. Since a copyright has not
been validated by an official body, its value remains questionable (Andersen and Howells, 1998).

. The growing economic importance of ICT is accompanied by a mounting demand for ICT-related services. This

is one factor driving the increasing weight of services in the economy, and one that is closely tied to the emer-
gence of a knowledge-based economy.

. The ease of entry in many services, linked to the absence of economies of scale, suggests a high degree of

competition. However, entry conditions are only one element of competition, and other factors, such as the
degree of regulation in many sectors and the lack of international competition, suggest that competition in ser-
vices may be more limited than in manufacturing.

. Chapter 3 and OECD (2000a) address these broader changes in the links between innovation and growth.

These issues are not addressed here, unless they affect services in specific ways.
Telecommunications, computer services and engineering.

Sundbo and Gallouj (1998) suggest that services may be better suited to deal with modern demands for flexi-
ble organisations than manufacturing, as their functions and tasks are often less specialised.

. There are three main IPR regimes, namely patents, trademarks and copyright. Patents give an inventor the sole

right to produce an original invention for a limited period in return for public disclosure of information about
the innovation. Trademarks are devices or words which are legally registered to distinguish goods or services
and are closely linked to “branding” strategies. Copyright provides the author of a text or code with the right to
print, publish or sell copies of the original work. Innovation can also protected by trade secrets, although this
may limit the scope for collaboration and knowledge trading.

. The high rate of service innovation in the United States over the past years may partly be linked to buoyant

domestic demand.

. Much of the above discussion suggests that the distinction between services and manufacturing is increasingly

irrelevant. A large part of the sales of major manufacturing firms such as Ford Motors, General Electric and Sony
now consists of the services that are bundled with the manufactured product, such as financing and after-sales
service. The character of innovation in both sectors has also moved closer together, and non-R&D sources of
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innovation are increasingly recognised as crucial for manufacturing innovation. Much of the measurement, anal-
ysis and policy debate still focuses on the distinction between services and manufacturing, however, which
suggests that the distinction cannot yet be abandoned in the discussion of innovation policies.

17. Market failure is the traditional argument for government intervention and is often linked to externalities or
spillover effects. Systemic failures are linked to the understanding that performance often depends on the
degree of co-operation and co-ordination within a system. To stimulate innovation, governments may, for
instance, wish to reduce barriers to networking within the economy.

18. Previous OECD studies have looked at the appropriate framework for regulatory reform in sectors such as elec-
tricity, gas, air, road and rail transport, telecommunication, distribution and financial services (e.g. OECD,
1997b).
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Chapter 5
INDUSTRY-SCIENCE RELATIONS

Introduction

“The nation that fosters an infrastructure of linkages among and between firms, universities and
government gains competitive advance through quicker information diffusion and product deployment”
(US Council on Competitiveness, 1998). In other words, the performance of an innovation system now
depends, more than in the past, on the intensity and effectiveness of the interactions between the main
actors involved in the generation and diffusion of knowledge. The debate on the “new economy” has
led to a wider recognition of the increasing role of innovation as a determinant of growth and the chang-
ing nature of innovation processes (OECD, 20004). It also points to the vital role that healthy and adap-
tive industry-science relationships (ISRs) play in developing rapidly growing new industries and in
training, retaining and attracting highly qualified labour.

This chapter summarises interim results of the ongoing OECD work on benchmarking industry-
science relations. It first analyses the changing role of ISRs in innovation systems and outlines a concep-
tual framework for their assessment. It then presents indicators of international differences in the
configuration and intensity of ISRs and benchmarks some key mechanisms (spin-offs and labour mobil-
ity). The chapter also briefly touches on aspects of the incentive structure for ISRs (intellectual property
rights, evaluation systems) and on the institutional arrangements involved. A final and more detailed
report on this issue is due in 2001.

The growing and changing role of ISRs in innovation-led growth

Challenges and issues

Science base-industry linkages have taken on greater importance for government policy in recent
years. This coincides with developments in ISRs, such as the emergence of broad alliances between
universities and firms and the increased commercialisation of results through licensing of intellectual
property and spin-off companies. The intensification and diversification of ISRs is most notable and is
well documented in the United States (Figure 1) but can also be observed in other countries, including
some, such as France and Japan, where informal (and hard to measure) mechanisms of interaction have
traditionally played a significant role. These changes point to a shift in the nature of co-operation and
competition in curiosity-driven scientific research, mission-oriented public research and profit-driven
business R&ED, which is due to the combined effect of the following factors (see also Chapter 3):

— Technical progress has accelerated and the market has expanded rapidly in areas where innova-
tion is directly rooted in science (biotechnology, information technology and new materials).

— New information technologies allow easier and cheaper exchange of information among researchers.

— Industry demand for linkages with the science base has increased.! Innovation requires more
external and multidisciplinary knowledge, tighter corporate governance has led to downsizing
and a more short-term orientation in corporate laboratories,? and more intense competition
forces firms to save on R&D costs, while seeking privileged and rapid access to new knowledge.

— Financial, regulatory and organisational changes have boosted the development of a market for
knowledge through the financing and management of a wide range of commercialisation activities.
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Figure 1. The increasing intensity of science-industry relationships in the United States
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— Restrictions on core public financing have encouraged universities and other publicly funded
research organisations to enter this booming market, especially when they can build on estab-

lished linkages with industry.

These forces are stronger in some countries than in others, and they do not encounter the same
obstacles everywhere. Most OECD countries are concerned about lagging behind in the modernisation
of ISRs. At the same time, countries such as the United States that are building a new, more fluid model
of ISRs experience novel problems as they fine tune the model. Countries that are designing their strat-

egy to catch up with best practices need to take these problems into account.

Case studies and anecdotal evidence on factors of success in managing ISRs are accumulating.
However, governments find it difficult to relate them to their own concerns, when they assess their
country’s situation, evaluate recent reforms or seek to determine the need for further policy initiatives.
Because evaluations of ISRs are generally carried out at the level of specific research institutions or
public support programmes, it is difficult to compare results between institutions and internationally.
Identification of, and learning from, good practices in joint knowledge creation, knowledge transfer and
knowledge sharing between the public and private research sectors is also impaired by the lack of

agreed methodologies for measuring performance.

An important first objective of a benchmarking study is therefore to assess the current state of ISRs
and evaluate the direction and pace of evolution of different national ISRs, with a view to helping gov-

ernments determine the need and scope for improvement and subsequently monitor progress:

— What are the potential benefits of ISRs for the different stakeholders? What is the role of the dif-
ferent channels of ISRs in realising this potential? Are some becoming more important with the

emergence of a knowledge-based economy?

— How is it possible to determine whether and in which respects a national system of ISRs is keep-

ing pace with evolving best practices? What indicators should be used?

The second objective is to help policy makers determine what needs improvement and how to do

[162  jt, through a comparative assessment of national experiences in addressing the following issues:
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— What are the most important bottlenecks in ISRs: low demand from the private sector, low quality
or contribution of publicly funded industry-relevant research, obstacles to researchers’ mobility,
inability to manage contractual relations (e.g. licensing, research contracts), ineffective intermedi-
aries, lack of entrepreneurship in the research community, weakness of social networks or inter-
national linkages?

— Which levers can be used to promote the desired changes (e.g. financial incentives, regulatory
reforms, organisational change, new mechanisms and criteria to allocate funding or to evaluate
public research and researchers) and what are their comparative strengths, limitations and politi-
cal feasibility?

— Are more intensive ISRs always more effective? How far should universities and public labs be
allowed or encouraged to develop their commercialisation activities? How is it possible to cope
with the risk of crowding out private initiative and distorting the market for technological ser-
vices?

— What safeguards can ensure that publicly funded research institutions do not strengthen their
linkages with industry at the expense of their main missions (generation and diffusion of knowl-
edge through free research and education, mission-oriented research that serves the public
interest, impartial scientific expertise)? In particular, how is it possible to ensure that increased
patenting and industry involvement in areas close to basic research do not disrupt scientific work
or weaken public confidence in science? Should government limit the possibilities for universi-
ties to accept publication restrictions when co-operating with industry?

— To what extent should a policy to promote ISRs be implemented through a national set of rules
and incentives, as opposed to broader guidelines for decentralised experiments, at the level of
regions or individual research institutions? In particular, should government seek harmonisation
of intellectual property rights (IPR) practices across all publicly funded research organisations?

Conceptual framework

Examination of the relative importance of these questions in different national contexts and a com-
parison of policy responses require an agreed conceptual framework with sound theoretical founda-
tions. Traditionally, the relations between publicly funded research and industry have been analysed
on the basis of simplistic models which have directed attention away from issues that have become
more important over time and are crucial today (SPRU, 2000).

A frequent simplification is to equate universities with public research, public research with sci-
ence, and innovation with proprietary technologies, and to assume a linear relationship between sci-
ence and innovation. The linear model does not really explain why some innovation systems perform
better than others. In addition, it provides no guidance for carrying out a comparative evaluation of
ISRs. Modern innovation theory sees innovation as a process rather than a product and stresses the
complex feedback mechanisms between basic research and industrial RED. It also recognises that pub-
licly funded research institutions are diverse and encompass different types of universities and public
labs. The missions of these institutions may overlap since they are products of an historical, evolution-
ary process and not the result of rational decisions by welfare-maximising public authorities (David and
Foray, 1995).

ISRs are not simply transactions that mirror a clear-cut division of labour in the production of knowl-
edge. They represent an institutionalised form of learning that provides a specific contribution to the
stock of economically useful knowledge. They should be evaluated not only as knowledge transfer
mechanisms but also in other capacities (e.g. building networks of innovative agents, increasing the
scope of multidisciplinary experiments). To this end, ISRs must be characterised along three dimen-
sions: nature and relative importance of the channels of interaction, institutional arrangements and
incentive structures.

Channels for ISRs include contract research, consultancy and services, intellectual property transac-
tions, knowledge spillovers,? co-operation with firms for teaching/training and labour mobility. The insti-
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tutional arrangements of ISRs can be considered from a macroeconomic perspective (type and role of
publicly funded research organisations and degree of inter-mediation) or from a microeconomic per-
spective (legal and organisational framework for managing linkages by individual research or intermedi-
ary organisations). Incentive structures are financial or regulatory in nature and can be analysed at both
macro and micro levels, depending on whether they are established by government or managed by
individual organisations.

Trends in ISRs

Benchmarking ISRs involves comparing their relative efficiency in meeting and reconciling major
stakeholders’ expectations and relating differences in performance to observable characteristics of
industry-science linkages, focusing on those aspects that are amenable to policy. It is therefore impor-
tant to clarify what these expectations are, whether they are changing in the “new economy”, whether
this increases the relative importance of certain channels, incentives or institutional arrangements and
whether this reduces conflicts of interest in the innovation system or creates new ones.

Changing stakeholders' objectives and needs

In theory, governments should expect efficient ISRs to reduce systemic failures in economy-wide
knowledge generation and diffusion. This should increase the social return on public investment in
research and ultimately contribute to greater productivity and growth. However, their actual objectives
are less abstract, stable and consistent, as they are influenced by the economic cycle (notably the
labour market situation), the evolving priorities of technology and innovation policy, and the most
pressing issues in the management of the science system (e.g. employment of PhDs, shortage of
finance). In the last decade, universities in many countries have been called upon to compensate for
the decline of public research institutes in the commercialisation of their research. In addition, policy
attention in most OECD countries has recently given greater attention to the role of ISRs in fostering
entrepreneurship in fast-growing new industries, often neglecting other important contributions of the
science system.

Publicly funded research organisations value relationships with industry for reasons that depend
on their main mission. Universities cultivate industry contacts to ensure good job prospects for stu-
dents, keep curricula up to date in some disciplines and obtain financial or in-kind support to reinforce
and expand their research capabilities beyond what core funding would allow. Leading research univer-
sities now have more ambitious goals, including strategic alliances with firms to consolidate their posi-
tion in innovation networks and to obtain a share of the booming market for knowledge. Smaller
universities are tempted to transform parts of their research departments into business support units
and contract research organisations, especially in countries, such as the United Kingdom, with tough
competition for core funding. Large multidisciplinary public research institutes have always had close
links with the private sector in areas where industry has an important role in research, including funda-
mental research. They now need to adapt their interface with industry to the requirements of new
science-based industries where start-ups and small firms are important players. Mission-oriented public
research institutes have developed close ties with areas of industry that offer complementary compe-
tencies in terms of government procurement. The need to shift away from stagnant or declining core
activities largely drives the changes in their relations with industry.

Innovation surveys demonstrate that the main benefit, by far, that industry seeks from linkages with
publicly financed research is easier access to well-trained human resources. This is not likely to change,
given the persistent risk of shortages of highly qualified labour. Among other benefits (which also
include networking and clustering opportunities or access to problem-solving capabilities), privileged
access to new scientific knowledge seems to take on greater importance. Whereas industry remains a
significant actor in the science system, especially in chemistry, physics and basic engineering (National
Science Foundation, 1998), it relies increasingly on public research to complement its own growing R&ED
efforts.* However, industry views of the preferred channels for accessing publicly funded research
diverge. For example, increased patenting by publicly funded organisations benefits small firms more
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than large ones with long-established, close links with public research. In the services sector, many
firms see the increased commercial activities of universities as unfair competition, whereas others make
it their business to support this process.

The importance of informal and human-resource-related linkages

Formal mechanisms for ISRs are only the tip of the iceberg (Figure 2). Most industry-science rela-
tions are formed through informal and indirect channels, but also through unrecorded direct channels,
especially in countries where the regulatory framework has been quite restrictive. In the United Kingdom,
innovation surveys show that whereas almost half of manufacturing firms find universities an important
source of innovation, only 10% have developed formal relationships with them (SPRU, 2000). As men-
tioned above, the flow of skilled personnel to industry is the single most important channel for ISRs.
Informal networks between faculty and former graduates and between former public researchers and
their laboratory of origin account for a large share, difficult to measure,’ of the total amount of knowl-
edge exchanged between industry and public research. New information and communication technolo-
gies (ICT) can only reinforce the role of these social networks. By focusing on what is measured using
conventional techniques, economists and governments generally underestimate such linkages. They
tend to overlook the fact that access to scarce human resources is always a key objective of industry
when considering the merits of any type of linkage, formal or not, with public science.

Increased commercialisation of public research

This is not to deny the importance of formalised linkages, especially contract research, and the fact
that the most spectacular current change in ISRs is the accelerating development of some types, partic-
ularly spin-offs (see below) and patents.

The large increase in patents filed by the private sector, public research or jointly by companies
and public research underscores the growing transformation of knowledge into an economic asset. In
the United States, university patenting has increased more rapidly than university research spending
and more rapidly than overall national patenting. US universities more than doubled their propensity
to patent during the 1990s, as did US public laboratories, although starting from a lower level (Figure 3).

Figure 2. Formal mechanisms of ISRs: the tip of the iceberg
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Figure 3. Publicly funded patents per million USD of research expenditure (left scale)
and federally funded R&D by non-industrial performers (right scale: 1995 USD billions)
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The lack of comparable data makes international comparisons difficult. However, anecdotal evi-
dence suggests that US public research leads the “patenting race” but is no longer alone. University
patenting in Germany is also quite strong; the share of patent applications listing university professors
as inventors has risen steadily since the 1980s to represent 4% of total applications in the mid-1990s
(BMBF, 1997). In Australia, the largest public research organisation (CSIRO) seems to lag behind top US
research universities but performs better than the average US university in terms of royalty revenues as
a percentage of R&ED spending (Thorburn, 1999). In the first half of the 1990s, licensing income of four of
the main French labs (CNRS, INSERM, INRA, INRIA) was only equivalent to 0.6% of their budgets, i.e. less
than one-tenth the licensing revenues of US universities, but the percentage has since increased rapidly.

Japanese public research institutions have distinctively weaker patenting activities than compara-
ble institutions in other advanced OECD countries (in the 1990s a yearly average of around 150 patents
from universities, i.e. less than half the invention disclosures by publicly funded organisations in the
state of Massachusetts in the United States alone). Another indicator is the negligible percentage that
universities represent in total patents in Japan, less than 0.1% compared to about 3% for US universities
(Hashimoto, 1998; Howells et al., 1998).

However, when considering the policy implications of the recent surge in patenting, using the
United States as a benchmark, it is important to keep several points in mind.

— Revenues from patenting do not significantly reduce the need for other sources of funding, except in rare cases.®

In the United States, gross revenues from licenses represent on average less than 3% of R&ED
funding of US universities and less than 2% of R&ED spending of public labs. At the University of
California, which tops the list of US universities in terms of licensing income, these revenues rep-
resent only 6% of total federal funding. Net revenues are much smaller, and often negative, given
the high and escalating cost of managing IPRs. In 1997-98 in Australia, for example, CSIRO spent
AUD 4.7 million for legal and patent portfolio management costs against income of
AUD 5.26 million from patent holdings.

— Patenting is not a reliable indicator of scientific output. The distribution of academic patents is highly
skewed toward biomedical sciences, and the bulk of revenues from patenting comes from a few
successful inventions. For example, the doubling of France’s CNRS patenting income in 1997 was
largely due to a single product, Taxoter, which that year accounted for 40% of total licensing
income.

— The role of government in spurring commercialisation of public research must be seen in context. In the United
States, changes in the intellectual property regime (i.e. the Bayh-Dole Act) were among the key
factors behind the rise in university patenting and licensing over the past two decades. It built,
however, on a longstanding tradition of industry-university collaboration which was facilitated by
the autonomous status of research universities (Mowery, 1998). Other factors also played a role:
institutional changes (proliferation of technology transfer offices, partly in response to the Bayh-
Dole Act), technological changes (the rise of biotechnology and IT industries) and financial incen-
tives (a perceived reduction in government funding).

— The main contribution to innovation of increased patenting is not to make public sector research more commercially
relevant but to improve information on the existence and location of commercially relevant
research results (Henderson et al., 1998).

— Buoyant patenting should not hide the parallel development of other forms of ISRs. University-industry
research centres (UIRCs) in the United States, or similar mechanisms in other countries (e.g. CRCs
in Australia), have become popular mechanisms for fostering public-private co-operation and are
successful both at leveraging government support for academic research and at orienting the lat-
ter towards more applied problems.

— Greater autonomy of publicly funded research organisations increases their contribution to innovation when it is
combined with greater accountability. Centralised systems with restrictive regulatory frameworks but
low accountability reduce the responsiveness of public research to industrial needs and encour- 167
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age the development of “grey” relations that would be prohibited in the name of the public inter-
est in more “liberal” and decentralised systems.

Increased patenting by universities and public labs also involves costs and raises new issues. Con-
current with the increase in patenting has been an increase in the variety of ideas and research results
being patented. This raises the risk of eroding the social returns from public funding of research and of
a possible decline in the quality of patents.” This could have a negative impact on private-sector inno-
vation.

— The expanded scope of what is patentable (e.g. life forms, business methods and software, which for-
merly relied on copyright protection) could threaten the flow of ideas and the broader diffusion of
research results.

— Growing costs and risks of patent litigation are augmenting the uncertainty inherent in innovation. In addition,
they incite industry to impose more stringent restrictions on the publication of joint research.
Since potential innovators tend to file more patent applications to protect themselves from liti-
gation, the quality of patents may drop. Increases in the damages paid to plaintiffs create situa-
tions where a patentee can gain more from litigation than from the exploitation of an invention.
Excessive damages are a powerful deterrent, especially for small firms.

Globalisation

ISRs were formed around national research organisations and domestic firms at a time when the
strategic interests of the different stakeholders converged easily towards national goals. International
linkages were mainly established through the scientific community, which had a lengthy tradition of glo-
bal networking. The situation evolved gradually during the 1970s and 1980s owing to the intensification
of government-sponsored international co-operation in technological development, especially within
Europe. The globalisation of firms’' R&D strategies and their access to public research, along with the
increased mobility of scarce, highly qualified labour, now lead to much more fundamental changes:

— The hierarchical and centralised model of governance that still prevails for ISRs in most countries must give way to a
contractual and decentralised one. Within public/private partnerships, the balance of power is shifting
from government to firms, within governments from central to regional and local authorities,
within public research from public labs to universities, and within public research organisations
from central management to labs and research teams. Now that mission-oriented public research
can no longer play a pivotal role in ISRs, new market-friendly co-ordination is needed, with
greater involvement of the financial sector, in particular venture capital markets.

— Foreign firms often make more intensive use of public research than domestic ones and the efficiency of
national support measures increases when recipients participate in dynamic international net-
works. Governments must rethink how to maximise their country’s benefits from ISRs when these
include industrial participants with a more global perspective. Building on globalisation to
increase national benefits may require easier foreign access to national programmes and the
relaxation of eligibility criteria regarding the location of publicly funded research activities, as
well as greater international co-operation among governments to avoid opportunistic behaviour
and distortions in the competitive framework.

— Globalisation prompts publicly funded organisations to reconsider their role in the economy. Some now enter
into broad alliances with comparable institutions or private firms to create knowledge platforms
that could become key infrastructures of the “new economy”.

Benchmarking ISRs

National patterns of ISRs

Globalisation and the diffusion of best practice policies reduce differences among national sys-
tems of ISRs and may change their comparative advantages but cannot abolish the considerable diver-
sity of existing models. Interaction between the public research sector and industry takes various
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institutional forms and differs in nature and intensity owing to differences in institutional set-ups, regu-
latory frameworks, research financing, IPR regimes and the status and mobility of researchers. Existing
internationally comparable indicators capture some of these differences. Measurable national differ-
ences with implications for ISRs include variations in: i) institutions that perform and that fund R&D;
ii) trends in R&D funding and performance patterns; and iii) specialisation in scientific disciplines.

Figures 4 and 5b show the extremely large dispersion in government funding (from more than two-
thirds in Mexico to less than one-fifth in Japan) and in the shares of publicly funded organisations in
R&D performance (from over two-thirds in Greece, Mexico and New Zealand to less than one-quarter in
Ireland, Japan, Korea, Sweden and the United States). The role in R&ED performance of the two main
types of publicly funded organisations (universities, research institutes) varies even more, although the
share of universities has been steadily increasing in most countries in the last decade. OECD countries
fall roughly into four categories and ten sub-categories:

— Countries with a very high share of government funding and performance:
¢ University-based system (Turkey).
¢ Broad-based system (Italy, New Zealand, Poland, Portugal, Mexico).
e Institute-based system (Hungary, Iceland).
— Countries with a moderately high share of government funding and performance:
¢ University-based system (Austria, Spain).
¢ Broad-based system (France, Netherlands, Norway).
— Countries with an average share of government funding and performance:
¢ University-based system (Canada, United Kingdom).

¢ Broad-based system (Denmark, Finland, Norway, Germany).

Figure 4. Share of publicly funded organisations* (PFOs) in R&D performance
1998, percentage
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Source: OECD.

5. Underestimated.
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Figure 5a. Share of business in the funding of research performed by government and university
1998 or latest year available; percentage

Countries are ranked from left to right by decreasing share of publicly funded organisations in R&D performance
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Source: OECD.

Figure 5b. Share of government in total R&D funding
1998 or latest year available; percentage

Countries are ranked from left to right by decreasing share of publicly funded organisations in R&D performance
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e Institute-based system (Czech Republic).

— Countries with a low share of government funding and performance:
¢ University-based system (Belgium, Ireland, Japan, Sweden, Switzerland, United States).
e Institute-based system (Korea).

In broad terms, the main challenge for the first group of countries, all of which have below-average
R&D intensity, is clearly to increase the technological absorption capacity of firms and thus to shift more
R&D activity to the private sector. Countries in the second and third groups must seek to improve ISRs
to reduce duplicate investment in innovation and to improve the public sector’'s responsiveness to
industrial needs. In the last category, the overriding concern is to cultivate excellence in university
research and to increase the leverage of relatively limited public investment in research.

The challenges that countries face and the feasibility of different types of responses will also vary
depending on some more subtle features of the research system. The United States, the United Kingdom,
France and Sweden have to cope with the specific problem of maximising economy-wide spillovers of
declining but still sizeable defence-related R&ED investments. There are also wide differences across
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countries regarding not only the size but also the content of research activities in universities and pub-
lic institutes. In English-speaking and Scandinavian countries — but also Japan and Portugal — universi-
ties conduct most basic research, while public research institutes focus more on applied research. In
continental Europe, university research co-exists with public sector laboratories that perform both basic
research and mission-oriented activities, which raises the risks of duplication.

National science systems support innovation by developing new relevant knowledge and by facili-
tating the absorption of knowledge generated elsewhere. The balance between these two functions var-
ies with the country’s size and S&T specialisation. Scientific specialisation profiles differ substantially
across countries, are more contrasted in small than large ones and tend to be quite stable over time
(Figure 6). Although their transformation might be a desirable long-term outcome of improved ISRs,
they must be taken almost as a given when considering options to trigger such improvement.

In small and medium-sized countries, scientific output in industry-relevant disciplines is well corre-
lated with R&D intensity, with a few exceptions, especially Korea where R&ED performance is discon-
nected from scientific output (Figure 74). Larger countries seem to enjoy economies of scale in terms of
translating scientific efforts into R&ED, except for the United Kingdom, where scientific output is inflated
by an abundance of medical publications, and Italy. The low degree of specialisation in science-intensive
industries also largely explains why R&D intensity is not proportional to scientific output in Germany
and Japan. Figure 7b shows that the “link” (measured in patents) between science and patentable inno-
vation is weaker in these countries than in the other G7 countries, except Italy. Figure 7c¢ suggests that
for Japan more than Germany, an additional reason is the relatively low productivity of the science sys-
tem, as measured by citations of scientific papers.

Channels for ISRs: the examples of spin-offs and labour mobility

Spin-offs from public research

Spin-offs are: i) firms founded by public research sector employees — including staff, professors and
post-docs; ii) start-ups which have licensed public sector technologies; and iii) firms in which a public
institution makes an equity investment or which are directly established by a public research institu-
tion. Spin-off is the entrepreneurial route to commercialising knowledge of public research and as such
attracts attention, given the present “start-up fever” in many countries. Governments also have a spe-
cial interest in this specific type of ISR, because it may be among the factors that explain differences in
performance in new fast-growing science-based industries, especially biotechnology. In addition, some
are tempted to see the spin-off formation rate as a key indicator of the quality of ISRs; this prompts
public research organisations to give priority to this aspect of their commercialisation strategy and to
publicise their achievements in this area. However, the growing policy interest has revealed the paucity
of relevant information for judging whether spin-offs really warrant such attention, for understanding to
what extent and why their rates of formation are increasing and differ across countries, and for seeing
how best government should promote them. Interim results from the OECD benchmarking projects sug-
gest the following preliminary answers:

— The main contribution of spin-offs from publicly funded research to innovation is not direct and is more qualitative
than quantitative. The actual number of such firms formed each year remains very modest com-
pared to corporate spin-offs (a few hundred compared to thousands), which themselves repre-
sent only 10-30% of total technology-based firm start-ups in European countries. As a channel for
ISRs, their role should also be put in perspective. In the United States, they accounted for just
over 10% of the technology licenses negotiated by universities in 1998, a modest share but far
larger than their relative weight in all new technology-based start-ups. This confirms other indica-
tions that their role is probably different from that of other new technology-based firms in the
innovation system, as spin-offs are vital components of clusters of innovative firms formed
around academia and industry and of social networks in science-based industries (Mustar, 1999).
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Figure 6. National profiles of relative scientific specialisation
Based on publications; 1998

O Biosciences, medical, clinical and pharmaceutical research

United States

Bel
world average

Below
world average

1. Microbiology & virology 7. General & internal medicine 13. Optics, electronics, signal processing

2. Oncology 8. Analytical chemistry 14. Physical chemistry, spectroscopy

3. Gastroenterology & cardiology 9. Medical chemistry & pharmacy 15. Materials science, metallurgy, crystallography
4. Epidemiology, public health 10. Chemistry 16. Chemical engineering, polymer science

5. Neurosciences, neuropathology  11. General & nuclear physics 17. Mechanical engineering, fluid dynamics

6. Medicine, miscellaneous 12. Applied physics 18. Computer & information science

19. Biomedical engineering
\ﬂ Source: OECD, based on data from OST.
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Figure 7a. R&D intensity and scientific output in industry-relevant fields*
1998 or latest year available
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Figure 7b. Science linkage* and scientific output
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Figure 7c. Productivity of the science system* and scientific output
1998 or latest year available
Citations per USD millions of funding
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— The number of spin-offs per public institution or per country is generally on the rise, although some countries
seem to have experienced a peak in spin-off formation in the late 1980s or early 1990s. In the
small sample of countries for which data are available, France stands out as an exception, in that
its public sector entrepreneurship has declined during the 1990s (Figure 8).

— The public research sector generates more spin-offs in some countries than in others. International benchmark-
ing of the rates of spin-off formation is difficult owing to the lack of comparable data. However,
provisional crude OECD estimates for a small sample of countries indicate that this rate is about
three to four times higher in North America than in most other OECD countries (Table 1).

— Spin-offs from public research are generally heavily concentrated in the information technology and, increasingly,
the biotechnology/medical technologies sectors (Table 2). They are as much an indicator of public sector
activity in these areas as of its entrepreneurship.

— Spin-off performance targets are ill-advised. Even with data that are normalised by researchers or
research budgets, cross-country comparisons must be made with great caution. The purpose of a
benchmarking exercise should not be to try to develop spin-off “targets” for countries or institu-
tions. First, the types of research institutions that make up the national research base of each
country are too varied. Second, the importance of public spin-offs to an economy and as a perfor-
mance indicator for a public research organisation must be assessed in the context of other tech-
nology transfer mechanisms such as the sale and licensing of technology, contract or collaborative
research, and mobility of human resources.

All governments are aware that improving the environment for entrepreneurship can only help fos-
ter spin-offs generated by public research. The real issue is whether more targeted promotional poli-
cies are warranted. On the one hand, policy makers need to consider how much to invest in a
mechanism that favours particular industries rather than new firm creation as a whole. On the other, the
vitality of the public research sector is also at stake and success in industries with high spin-off activity,
such as biotechnology, cannot await potentially distant changes in the entrepreneurial climate. In addi-
tion, the experience of some countries suggests that only government can lower some specific barriers
to spin-offs from public research. Public seed capital has proved helpful in financing early-stage invest-
ment, when uncertainty is too high and the size of projects too small for private venture capital, espe-
cially in countries where informal investors (“business angels”) cannot do much to fill the gap. However,
the main role of government is to improve institutional frameworks (e.g. incubators, management of
public research organisations) and incentive structures (e.g. regulations governing researchers’ mobility
and entrepreneurship).

Labour mobility

Low mobility of scientists and researchers remains a major obstacle to improving ISRs in a number
of OECD countries. In some, public researchers are in a “public employment trap” because low industry
funding of RED (and thus weak private demand for researchers) combined with regulatory barriers and
disincentives to mobility concentrate researchers in the public sector.

Data on job mobility, based on average job tenure, suggest that overall mobility is higher in Australia,
Canada, the Netherlands, the United Kingdom and the United States. Mobility is lower in Belgium,
Finland, France, Italy and Japan. While internationally comparable statistics on the mobility of research-
ers and scientists are very scarce, national data on job changes among scientists and researchers pro-
vide some indication of mobility in innovation systems.

- In the United States, scientists and engineers change jobs every four years and even more fre-
quently in software and IT occupations. In Japan, it is estimated that only 20% of engineers
change jobs in their career, and moves between the public and private sectors are likely to be
even fewer, given the tradition of lifelong employment in industry and the existence of restrictive
regulations on university professors’ interaction with industry. In the United Kingdom, public sec-
tor researchers with short-term contracts play a key role in the transfer of knowledge from the
public to the private sector.
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Figure 8. Stylised trends in spin-off formation
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Table 1. Spin-off formation in selected OECD countries

Australial | Belgium2 | Canada® | Finland4 | France® | Germanys Kggggﬂﬂ gtgittgge
Coverage| All publicly All publicly Universities Public lab All publicly Public labs Universities | Universities
funded funded (VTT) funded
organisations | organisations organisations
Cumulative Period 1971-99 1979-99 1962-99 1985-99 1984-98 1990-97 1984-98 1980-98
138 66 746 66 387 462 171 1995
Per year Period| 1991-99 1990-99 1990-98 1990-99 1992-98 1990-97 1990-97 1994-98
10 4 47 5 14 58 15 281
per102USD) 33 36 7.4 na. 25 na. na. 12

1. Narrow definition (public employee among founders and licensed technology

from public sector).

2. Very broad definition (any firm created to commercialise a research result of

a university or technical school).

3. Broad definition (includes any firm created as a result of the externalisation of

a service of a university department).
4. Broad definition.

n.a.: not applicable because of a too broad or too narrow definition of spin-offs.

5. Broad definition (any firm founded by a university or public lab
employee professor, post-doc or research alumni).

6. Broad definition.

7. Very narrow definition (includes only firm in which university makes
an equity investment).

8. Narrow definition (includes only firms dependent on the licensing of
technology from a university for their initiation).

Source: OECD from various sources — see OECD (2000b).

Table 2. Distribution of spin-offs by sector or area of scientific expertise

Australia Canada F('\'}!?.Ir.')d ('(::rﬁ%(:;) nglfi%dm
Biotech 35% Biotech & pharma  24% Electronics 21% Informatics 25% Engineering 20%
ITT 22% | Medical 18% | Manufacturing 21% Health 20% Biotech 19%
Non high-tech 21% | Software 16% IT 15% Instrumentation 8% Software 11%
Instrumentation 9% | Electronics 11% | Automation 15% New materials 7% Chem./physical 11%
New materials 5% | Communications 5% Energy 12% Electronics 7% Consultancy 10%
Pharmaceuticals 4% | Agri-food 4% Building 8% Environment 6% Life sciences 9%
Aerospace 1% Chemicals 3% Biotech & food 3% Accoustics/optics 5% Medicine 5%
Unknown 3% | Others 19% Others 5% Others 22% Others 19%

Source: OECD from various sources — see OECD (2000b).
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— The most direct evidence on the mobility of qualified labour is provided by register data in the

Nordic countries. Table 3 shows that flows from universities to industry are quite low but are
higher in Finland and Sweden than in Norway. For all three countries, the public services sector
receives most of the annual outflows of science and engineering personnel from the higher edu-
cation sector, suggesting strong demand from hospitals. With regard to movement of science and
engineering personnel out of RED institutes, industry and services are the main destination in all
three countries although in the case of Norway, movement is greatest to services.

Employment regulations and labour market conditions set the overall conditions for changing jobs

and occupations. Labour market flexibility, including wages, can facilitate occupational and geographic
mobility. In addition, the lack of transferability of pension schemes between public and private sectors
is a major barrier to the mobility of researchers in many OECD countries. More specific regulatory con-
straints include:

— Public employment legislation, as a large share of researchers in Italy, Portugal and Spain, but also in

Australia, Denmark and, to a lesser extent, in France, work in the higher education and govern-
ment sectors. Until recently, for example, public researchers in France and Japan were explicitly
prohibited from undertaking activities with industry because of their civil servant status. This
remains the case for Italian public sector researchers.

— Regulations governing temporary mobility (i.e. secondments and staff exchanges) that are generally

institution-specific. In most European countries, university secondment and sabbatical provi-
sions mainly concern research in other public research institutions. Increasingly, however, UK uni-
versities follow the example of Canadian and US universities which allow professors to take leave
to work in industry. Even in these countries, however, temporary movement of research person-
nel tends to be from university to industry, and not from industry to university.

— Regulations regarding remunerative secondary employment for public researchers also tend to be institution-

specific, except in the case of national university systems or where researchers are public
employees. German university professors and public sector researchers, for example, are
allowed remunerative secondary occupations (normally limited to 20% of working time) some-
times conditional on administrative approval. In Finland, researchers at the Academy of Science

Table 3. Mobility of employees with higher education in three Nordic countries, 1994-951

Delivering sector (% share) % of all Rate of Receiving sector (% share)

Outside  Public  Private HE or employees with internal HE or Private  Public Out of
workforce services services Industry RDI Rate higher education  mobility Rate RDI Industry services services workforce
Mobility in Higher education (HE) Mobility out
64.5 24.6 6.7 2.0 2.2 27.3% 6.1% Finland 11.4% 21.5% 3.0 11.3 9.3 231 53.5
43.9 38.1 10.5 2.7 4.8 13.3% 4.4% Norway 4.2% 14.4% 8.6 7.0 12.7 24.4 47.3
8.4 64.0 16.4 7.9 3.3 14.5% 59% Sweden 3.7% 18.2%| 26.1 9.9 12.6 28.1 23.3
Mobility in R&D institutes (RDI) Mobility out
53.5 17.5 9.2 6.0 13.8 | 13.3% 1.8% Finland 7.9% 12.3%| 15.0 19.6 12.9 12.0 40.5
36.9 18.9 13.8 5.7 24.7 | 12.0% 21% Norway 2.7% 16.4%| 10.4 11.4 29.6 14.6 34.0
25 6.0 9.5 10.2 718 |32.2% 08% Sweden 2.8% 19.8%| 10.3 34.9 32.8 9.9 121

1. 1995-96 for Finland.

Source: OECD, based on data from the NIS Focus Group on Mobility; see: http://www.oecd.org/dsti/sti/s_t/inte/nis/mobility/mobility.htm.
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must request approval for temporary outside appointments or take leave to run a business or
conduct co-operative research with industry.

— Regulations affecting academic entrepreneurship which mainly seek to limit the amount of time a
researcher is involved in the day-to-day activities of the firm and the potential for conflict
between the research institution’s interests and the researcher’s financial interests. In some
countries, public researchers, whether civil servants or not, are banned from serving on the board
of a private company. In Belgium, professors are allowed to sit on the board of directors and be
company stakeholders but cannot actively hold a director’s position or receive remuneration
from their industrial activities. In Hungary, public sector researchers must disclose their entrepre-
neurial activities; these are allowed on a case-by-case basis.

Such restrictions may be grounded in sound considerations such as avoiding conflict of interest and
ensuring that teaching obligations are met. However, it is their practical implementation that has the
greater impact on outcomes. In many cases, the possibility of leave, especially for longer periods,
depends on finding a suitable replacement. In addition, temporary leave tends to be reserved for ten-
ured professors or public researchers with permanent employment, whereas the propensity to move
generally decreases with age across all occupational categories. Finally, simply allowing researchers the
option of holding secondary employment may not be a sufficient incentive if it is not accompanied by
changes to the way in which promotion and rewards are granted.

Despite the persistence of barriers such as the portability of pensions, there is a clear trend across
OECD countries towards relaxing regulatory constraints on mobility and academic entrepreneurship
(see Chapter 2). On the one hand, governments in Austria and Finland are granting more autonomy to
universities; on the other, they are relaxing rules on collaboration between public research and indus-
try. The new law on innovation in France permits the temporary engagement of public sector research-
ers and secondary remuneration. Italy instituted new laws in 1999 that allow researchers greater
mobility, via temporary appointments, to the private sector and especially to SMEs. In Japan, starting in
FY 2000, national university professors are allowed to be board members of technology licensing organ-
isations. They are also allowed to be board members of private corporations to enable the transfer of
technology to private industry and to be auditors. Researchers who take up a position as a board mem-
ber can be granted leave without penalising their retirement allowance. The recent Mexican innovation
law also facilitates researcher involvement in entrepreneurial activities.

Removal of regulatory barriers across OECD countries should encourage greater interaction of
researchers with industry, but regulations are only one part of the equation. Because such interaction
depends heavily on incentives, non-regulatory barriers, such as faculty promotion and evaluation prac-
tices that emphasise tenure and publishing over mobility and collaboration, may discourage collabora-
tion (see below). Consequently, many OECD countries have gone beyond deregulation and have
launched programmes to address this issue (Box 1; see also Chapter 2). These programmes can be clas-
sified according to three main functional objectives:

— Promote the training (and hiring) of students/graduates in SMEs. These programmes seek to: i) stimulate
transfer of knowledge, especially to SMEs in traditional sectors that lack the technical and finan-
cial resources that would attract highly skilled graduates; and ii) provide industry training and
eventual job opportunities to students and graduates. Support may take the form of tax credits or
reimbursement of labour costs. A main pitfall of such programmes is the risk of capture,
i.e. skewing the hiring of graduates towards those participating in the scheme. In addition, it is not
always easy to ensure a satisfactory match between the skills required and the qualification and
research interests of graduates.

— Promote the training of established public researchers in industry. This is the most common approach.
Established researchers in the public sector work with industry on specific research projects.
Experience shows that programmes must be sufficiently funded if they are to foster lasting rela-
tions between the producers and users of knowledge. 177
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Box 1. Promotion schemes for researcher co-operation with industry

Austria maintains mobility promotion schemes such as “Scientists for the Economy”, and the mobility
of junior researchers is promoted through the Industrial Promotion Fund.

Australia’s Strategic Partnerships with Industry — Research and Training Scheme and the Co-operative
Research Centres Programme are aimed at improving public-private mobility and co-operation.

Japan’s latest Basic SET Promotion Plan outlines a series of regulatory reforms concerning the labour
market for public sector research and aims to improve mobility between the public and private research
sectors. The Centres for Co-operative Research in 56 national universities carry out joint industry-public
research as well as technical training of researchers from private companies. A main goal is to create a crit-
ical mass by channelling the collaboration of individual researchers towards linkages at institutional level.

In Korea, the Korea Institute of Science and Technology (KIST) has promotional schemes to grant tem-
porary leave to researchers to undertake entrepreneurial activities.

The Netherlands’ KIM scheme that promotes the move of S&T personnel to SMEs has had some suc-
cess. Furthermore, under the WBSO (Act to promote R&ED) small firms are allowed a tax deduction for the
labour costs of R&D staff.

Norway has set up special programmes to stimulate mobility from universities/research institutes to
the private sector and to make industry-relevant research more attractive, such as the FORNY programme
which is entering its third phase.

Sweden’s NUTEK competence centres at universities promote collaboration between public research-
ers and those in firms and may help break down non-regulatory barriers to mobility.

In the United Kingdom, the Faraday Programme promotes a continuous flow of industrial technology and
skilled people among industry, universities and intermediate research institutes. In 1999, it was expanded
with a focus on entrepreneurial activities and commercialisation of research. In addition, the long-
established Teaching Company Scheme finances an associate to work on a project in a semi-academic or
company environment for two years.

In the United States, the Grant Opportunities for Academic Liaison with Industry (GOALI) initiative of
the National Science Foundation (NSF) funds: i) faculty, postdoctoral fellows and students to conduct
research and gain experience with production processes in an industrial setting; ii) industrial scientists
and engineers to bring industry’s perspective and integrative skills to academia; and iii) interdisciplinary
university-industry teams to conduct long-term projects. There are no requirements for matching funds
from firms for GOALI projects carried out in universities. University-industry IPR agreements must be
made in advance and submitted for funding consideration.

— Encourage contact and training of industry researchers in a public research environment. In several countries,
new government and institution-based initiatives promote the temporary move of industry
researchers to universities, often to work on longer-term projects that would not be taken up by
industry alone. The experience of the US GOALI programme highlights the importance of ensur-
ing that IPR arrangements are settled at the outset to avoid conflict, and that such schemes help
to build formal and informal networks among researchers and set the stage for later collaboration.

Incentive structures and institutional arrangements — some remarks

Regulatory barriers and other disincentives to ISRs can considerably reduce innovation. While
much research has been done on barriers or disincentives at institutional level, little attention has been
given to the role of national regulations and practices in research funding, equity investments by pub-
licly funded organisations, intellectual property rights, mobility of scientists and research personnel
and evaluation of research in fostering or inhibiting industry-science linkages.

Intellectual property rights are the main incentive for universities and public research institutions to
commercialise research and knowledge. In nearly all OECD countries, there has been a marked trend
towards transferring ownership of research results funded with public funds from the state (government)
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to the (public or private) performer of the research. The underlying rationale is that it increases the
social rate of return on public investment in research. OECD countries differ, however, in the allocation
of ownership among performers (research institution vs. individual researcher), in licensing practices, in
the allocation of resulting royalties and in provisions for ensuring national benefits from patentable
results of public research. In the United States, the well-documented Bayh-Dole Patent and Trademark
Amendments Act of 1980 allowed performers of federally funded research to file patents on the results
of research and to grant licenses for these patents to third parties. With regard to national laboratories,
the 1980 Stevenson Wydler Innovation Act (amended in 1986 by the Federal Technology Transfer Act)
authorised federal laboratories to engage in co-operative R&D agreements (CRADAs) with private firms
and assign any resulting patents to these firms.

While most other OECD countries are also granting ownership of publicly funded research results
to the performing institution, a few continue to grant ownership to the inventor. Furthermore, several
countries present a high level of heterogeneity in terms of the allocation of title from publicly funded
research. This adds to the complex web of regulations governing co-operation between the public
research sector and industry but also among public research institutions. The lack of clarity and the
diversity in national and institutional guidelines for IPRs can impede commercialisation insofar as it
increases the risk and transaction costs of co-operation for industry, especially SMEs, which often lack
information and experience in accessing public research.

While the decision to license on an exclusive or non-exclusive basis generally devolves to the title
holder, government does play a role. First, by granting ownership rights to institutions rather than
researchers, it encourages more non-exclusive licensing. Government also influences licensing options
by helping to define what can and cannot be patented and, finally, by providing the infrastructure for
licensing. Publicly funded research organisations may be encouraged to prefer non-exclusive but
royalty-bearing licenses on the grounds that this ensures the wider diffusion of knowledge and broad-
ens the sources of royalty revenues. In addition, this does not entail restrictions on the freedom to pub-
lish, a major issue for exclusive licensing in some fields. Nearly three-quarters of the active licenses
granted by six of the largest US research funding agencies (including the National Institutes of Health
and the Department of Energy) were non-exclusive during the fiscal years 1996-98 (GAO, 1999). How-
ever the share of exclusive licenses was significantly higher in the portfolio of research-performing
organisations, reflecting the fact that firms, particularly in sectors where product development is very
capital-intensive and lengthy, often demand exclusive rights.

In many countries, regulations governing public funding of industry-science partnerships or collab-
orative RED programmes and licensing of the resultant IPR to foreign partners are subject to restrictions
so as to ensure national economic benefits. A general problem with rules on national economic benefits
is that they tend to be interpreted very differently by the various stakeholders, and this may result
either in lost opportunities for foreign contributions or in excessive leakage to foreign countries of ben-
efits from public investment.

Research evaluation systems. Public research institutions are being asked to contribute to economic
development but also to be more responsive to evolving social concerns such as food safety, environ-
mental degradation and health issues. In some countries, the pressures for greater accountability are
the counterpart of greater autonomy, but everywhere they encounter strong resistance from the
research community which fears that, under the cover of noble motives, changes in evaluation criteria
could reduce core funding and/or shift it away from longer-term free research. The issue here is both the
focus on scientific excellence and the criteria for judgement when evaluating public researchers and
research institutions. However, evaluation of research must evolve for at least two reasons. First, its
scope must broaden in response to the considerable expansion of the commercial activities of universi-
ties and public research institutes (e.g. licensing offices, venture funds, spin-offs). Second, the criteria
used must take into account the fact that excellence in research and training of graduates has become,
at least in some disciplines, more tied to industrial applications.

In the case of applied research institutions, countries have generally chosen to maintain traditional crite-
ria (peer review and publications) when evaluating research eligible for core funding, but have made 179
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core funding increasingly dependent on industry financing, thus implicitly changing the evaluation cri-
teria. Some have also included “commercialisation clauses” in competitive research grants. In addition
to requirements for external industry financing, some evaluations also integrate input and output mea-
sures of commercialisation, such as the amount of internal R&ED funds invested in collaborative R&ED
projects, income from contract research, and the number of patents, joint publications, inventions and
licensing income.

Different approaches are needed for balancing incentives to commercialise with support for longer-
term research in universities and basic research institutes. For instance, New Zealand’s Foundation for
Research, Science and Technology assesses research projects on the basis of merit, including long-term
outcomes, track record of the research team, and linkages to industrial partners as an indication of
future commercialisation. The evaluation criteria distinguish between fundamental research and
applied research projects. Another possibility is to separate funding for commercialisation activities
from core intramural research funding. Rewarding individual researchers for their contributions to such
goals is another way to improve linkages between public research and industry, which are still under-
exploited in most countries.

Institutional arrangements. Changed incentive structures may induce some institutional changes
(e.g. the proliferation of technology transfer and licensing offices at universities in the wake of the Bayh-
Dole Act in the United States) but others may be needed. They concern the overall institutional profile
of national systems of ISRs and the organisational framework for commercialisation activities at universi-
ties and public laboratories. How can such activities be organised in the public research sector, given
the need to minimise conflicts of interest while providing efficient legal and managerial support for pro-
tecting and licensing IPRs or carrying out spin-off activities? What should be the model for dedicated
institutions? Should they be located on campus, off campus or at public laboratories?

OECD countries take various approaches, which can be summarised as three main institutional
models. First, technology transfer and licensing offices may be part of the research institution. This
reduces overhead costs and ensures close links between commercialisation and research activities.
However, there is the risk that, on-site agencies focus on existing relationships to the detriment of new
opportunities. Second, an arms-length subsidiary may provide a greater “buffer” against possible con-
flicts of interest between commercialisation and research activities. Third, public or private intermedi-
aries may be the support for technology transfer and licensing.

While the aim of public licensing agencies is to fill the gap when there is an insufficient critical mass
within universities to support such activities, developing expertise and a sufficient customer base to
generate revenue will require sustained levels of investment. This will often depend upon public sup-
port. Another issue relates to their distance from research institutions, which often limits their role in
educating researchers about commercialisation potential. In addition, such agencies may have difficulty
competing with private sector intermediaries, not only for clients but also for hiring the technical skills
they need, e.g. technology examiners trained in rapidly changing fields.
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NOTES

1. For example, both Narin et al. (1997) and Mansfield (1998) found that academic work was becoming increasingly
important for industrial activities. In addition, Mansfield demonstrated that the delay from academic research
to industrial practice has shortened from seven years to six during the 1990s.

2. There has been a gradual decline of private long-term research programmes (e.g. ATET's Bell Labs, IBM'’s
Cupertino campus, Xerox's Palo Alto research centre) that have the size and financial stability to give scientists
and engineers rewards and career paths equal to those offered by universities or public labs.

3. “Knowledge spillovers” refers to certain processes and infrastructures that facilitate “informal knowledge trans-
actions” between industry and the science system: science park facilities (close to a university campus); incu-
bators; laboratory space for firms on campus; public laboratories that serve as lead users of innovative
equipment; informal interaction between public research staff and industry researchers.

4. In the United States, almost three-quarters of references to scientific publications listed in US patents are from
public science (Narin et al., 1997), and between 5% and one-third of new products, depending on the sector,
could not have been introduced without direct input from recent academic research (Mansfield, 1998).

5. Sociologists (e.g. Callon in France) have achieved a deep understanding of research networks and techniques
for quantifying their characteristics, mainly through case studies that are difficult to use in a systematic analysis
of ISRs.

6. Columbia University is one exception, with a licensing income of over one-fifth of its federal research funding.

7. Recent analysis shows that the quality of patents in the late 1980s, as measured by citations, had fallen relative
to patents before 1985 (Henderson et al., 1998).
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Chapter 6
THE IMPACT OF PUBLIC R&D EXPENDITURE ON BUSINESS R&D

Introduction

OECD governments spent around USD 150 billion on research and development (RED) in 1998, or
almost one-third of total R&ED expenditure in OECD countries (OECD, 2000). Government R&D meets
public needs (such as defence) and also serves economic goals when there are market failures associ-
ated with R&ED. These market failures typically have two causes. First, firms have difficulty fully appro-
priating the returns to their investment in R&D, so that their private rate of return is lower than the
social return. Second, the high risk involved in research may mean that firms hesitate to engage in inno-
vation. This is particularly a problem for small firms with limited access to funding. For both these rea-
sons, the amount firms invest in RED is likely to be below the socially optimal level (Arrow, 1962).

The gap between private and social returns is likely to be highest in basic research, and this is the
main reason for strong government involvement in this area. However, government may also want to
stimulate the performance of R&ED by business, either to reduce the private cost of R&ED or to help firms
understand the technological opportunities available, thus reducing both the cost and uncertainty of
research. If such policies are effective, public and private funding may be complementary and both will
increase. The effectiveness of policies to stimulate private R&ED outlays can be challenged on three
grounds, however:

— First, government spending may crowd out private spending by increasing the demand for R&ED
and hence its cost. Goolsbee (1998) and David and Hall (1999) have argued that the major effect
of government funding is to raise researchers’ wages. When faced with higher research costs,
firms will shift their funding to alternative investments. Thus, even if the total amount of RED is
higher because of government funding, the actual amount of R&ED (adjusted for the higher costs
of research) will be lower.

— Second, public spending may displace private funding, as firms may substitute public support for
their own funding. In this case, governments support R&D that would be performed in any case.

— Third, governments are less likely than market forces to allocate resources efficiently, so that the
allocation of resources between fields of research may be distorted, as may competition between
firms, if some are supported at the expense of others.

This chapter examines the effect of government spending on R&D that is funded and performed by
business.! It addresses the following questions. Is the stimulation effect of public RED stronger than the
crowding-out effect? Are policy instruments and business R&D complements or substitutes? How do
the policy instruments interact? How do publicly performed research, direct funding and fiscal incen-
tives stimulate business-funded R&ED? The analysis covers 17 OECD countries over the period 1981-96.
It takes an integrated, cross-country approach at macroeconomic level. As it covers three policy instru-
ments, it is distinct from previous work. Econometric techniques are used. Readers unfamiliar with this
approach may prefer to skip the sections on the model and results and focus on the first part and the
main findings, which can be found in the final section. The results show, briefly:

— Direct government funding of R&ED performed by firms has a positive effect on business-financed
RED.

— Tax incentives have a positive (although short-lived) effect on business-financed R&ED.
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— Both direct funding and tax incentives are more effective when they are stable over time, provid-
ing a more stable environment for firms.

— Direct government funding and R&D tax incentives are substitutes: increasing the intensity of
one reduces the effect of the other on business R&D.

— The stimulating effect of government funding varies with respect to its generosity: it increases up
to a certain threshold (about 13% of business R&D) and then decreases beyond.

— Defence research performed in public labs and universities crowds out private RED; civilian pub-
lic research is neutral for business R&ED. An assessment of the long-term knowledge spillovers
arising from both types of research is beyond the scope of this study.

— Direct funding and public research are complements: public research becomes more effective
when government funding of RED increases, thereby increasing the capacity of firms to digest the
knowledge generated through public research.

— The results of the analysis represent the average experience for a sample of 17 countries over a
period of 15 years. They are not necessarily currently applicable to any particular country but
serve to highlight some of the possible outcomes of R&ED policy initiatives.

Public policies to support private R&D

The effect of public spending may differ depending on the policy instrument used. There are typi-
cally three main policy instruments: public (government or university) research, direct government
funding of business-performed R&D and fiscal incentives (Figure 1). Public research is carried out in
public laboratories or universities, e.g. national laboratories in the United States or the CNRS (Centre
National de la Recherche Scientifique) in France, and is funded by government. A key goal of these
bodies is to satisfy public needs and to generate basic knowledge, some of which may eventually be
used by firms in their own research. Government laboratories are primarily concerned with meeting
public needs, while universities and similar institutions are more concerned with the generation of
basic knowledge. Universities typically also have a more independent research agenda than govern-
ment laboratories and are therefore less responsive to policy. However, the government controls much
of the research budget of these institutions (through grants, contracts or fellowships), so that university
research is a relevant instrument for policy makers. These two tools primarily only provide indirect sup-
port to business RED.

Figure 1. Policy tools and their potential effects on private R&D

Policy instruments

4/\

Indirect support to business R&D Direct support to business R&D
University research Public laboratories Fiscal incentives Grants, procurement, loans, ...
Possible impacts: spillovers (+), crowding out (=), Possible impacts: stimulus (+), crowding out (-),
displacement (=) substitution (=), displacement (-)

Source: OECD.
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The second policy instrument is direct support for research performed by the business sector.
According to the Frascati Manual (OECD, 1994), two categories of government funding can be identified.
First, funding to procure R&D, in which case the R&ED results do not necessarily belong to the performer.
Second, funding for R&ED performers in the form of grants or subsidies, in which case the results belong
to the performer. In both cases, subsidies are targeted to the funder’s goals. The government may fund
technological projects with potentially high social returns (e.g. generic technologies, pre-competitive
research) or that are useful for the government’s own objectives (e.g. health, defence). Such government
funding supports the recipient (the technology or the firm), even if the recipient is initially inferior to
competitors. This has led to the criticism that governments are “picking winners”. Grants often include
specific conditions, e.g. the firm may be required to establish research alliances with other firms, or to
collaborate with universities.

Third, government can help firms indirectly, through tax breaks. Most OECD countries allow for a
full write-off of current R&D expenditures, with the result that depreciation allowances may be
deducted from taxable income. Among the 17 countries covered in the present study, about one-third
also provide R&D tax credits (Table 1). These are deducted directly from the corporate income tax and
are based either on the level of RED expenditures — flat rate — or on the increase in these expenditures
with respect to a given base — incremental rate. In addition, some countries allow for accelerated depre-
ciation of investment in machinery, equipment, and buildings devoted to R&D activities. Some coun-
tries also provide special RED tax breaks for small firms. The drawbacks of tax credits are that they
primarily compensate for past efforts and provide a windfall gain to firms, and that they are thus
unlikely to change firms’ RED strategy.

The drawback of tax breaks is the opposite of those of more targeted funding. Tax breaks do not
discriminate very much, so that firms can use public money for any goal, whatever its social rate of
return. This may be regarded as an advantage, since it does not distort the research agenda created by
market forces. However, tax incentives also have some discriminatory features, as they are not accessi-
ble to firms that are not taxed, e.g. new firms whose investment is greater than sales. Such companies
may, however, be among the most innovative and may also be the most in need of liquidity. In some
countries, special provisions in the tax law allow cash refunds for certain categories of non-taxable firms.

Of the three policy instruments, only direct funding and tax breaks have so far been subjected to
quantitative analysis. This is unfortunate, since the three policy tools are likely to interact, making it diffi-
cult to analyse the effectiveness of one independently of the others. For instance, public research,
whether performed in government laboratories or universities, provides basic knowledge that may be
very valuable to firms in the most advanced areas of technology. Grants help firms in the applied research
stage and encourage co-operation as another way to internalise externalities. RED tax breaks, since they
are not or are only weakly discriminatory, help all RED-performing firms, especially those that do not have
access to grants (often small companies) or those that perform research that is insufficiently “basic” to
benefit from other policy instruments. There are also interactions among the instruments. Those affecting
applied research, such as R&D tax credits, may improve the efficiency of instruments oriented towards
basic research, as they may strengthen the absorptive capacity of recipient firms. The different tools thus
constitute a system, and their efficiency can best be captured by analysing the system as a whole.

The approach

Previous studies attempting to evaluate the effectiveness of government support to business R&D
have focused either on the relationship between R&ED subsidies and business-funded R&ED or on the
effect of fiscal incentives.? It is difficult to compare these studies owing to the heterogeneity of the
empirical models used in terms, for example, of time periods, data sources, aggregation levels and
econometric techniques. On average, however, most studies find a positive effect of government fund-
ing and tax incentives on privately financed R&ED (Table 2). This is even more clearly the case for studies
at aggregate level; among seven studies reviewed by David et al., (1999), six find that public and private
RED expenditure are complementary, while the seventh finds no significant relationship. Nevertheless,
the literature has disregarded two important dimensions. First, there has been no attempt thus far to 187
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Table 1. R&D tax treatment and subsidisation in OECD countries, 1996

R&D depreciation rate (%) Tax credit base Flexibility .Corporate B-Index Subsidisation
income tax rate
Current Machl.nery and Buildings Level Increm. Special allowances Credit taxable 1981-96 1981-96 1981-96
expend equipment (%) (%)
Australia 150 3 yrs, SL 40 yrs, SL 46-36 1.01-0.76 8-3
Belgium 100 3 yrs, SL 20 yrs, SL 13.5% (M) 48-40 1.01-1.01 8-4
Canada 100 100 4, DB 20% yes 42-32 0.84-0.83 11-10
Denmark 100 100 100 25% (C, M, B) 40-34 1.00-0.87 12-5
Finland 100 30, DB 20, DB 49-28 1.02-1.01 4-6
France 100 5yrs, SLor 40, DB 20 yrs, SL 50% no 50-33 1.02-0.92 25-13
Germany 100 30, DB 25 yrs, SL 63-57 1.04-1.05 17-9
Ireland 100 100 100 10-10 1.00-1.00 14-5
Italy 100 10 yrs, SL 33 yrs, SL 36-53 1.03-1.05 9-12
Japan 100 18, DB 2, DB 20% 7% for high-tech (M) no 55-51 1.02-1.02 2-2
Netherlands 100 5yrs, SL 25 yrs, SL 12.5% 2% (M, B) no 48-37 1.01-0.90 7-7
Norway 100 20, DB 5, DB 51-28 1.04-1.02 25-16
Spain 100 100 10 yrs, SL 20% 40% no 33-35 0.86-0.66 4-11
Sweden 100 30, DB 25 yrs, SL 52-28 0.92-1.02 14-10
Switzerland 100 40, DB 8, DB 28-34 1.01-1.02 1-2
United Kingdom 100 100 100 52-33 1.00-1.00 30-12
United States 100 5 yrs, DB 39 yrs, SL 20% yes 46-35 0.82-0.93 32-17

Note: These figures concern the tax treatment of large firms, as these account for the bulk of total RED in OECD countries. “yrs” indicates the approximate number of years needed for a full depreciation
of investment in machinery, equipment and buildings devoted to RED. A level of 100 implies that expenditures can be fully depreciated in the year during which they are incurred. SL indicates
a straight-line depreciation scheme and DB a declining balance scheme. C, M, and B are abbreviations for current expenditures, machinery, and buildings, respectively. The B-index and subsidisation
rate are discussed below.

Source: OECD (1998a).
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Table 2. Estimated marginal impact or elasticity of publicly financed R&D on private RED " 2

Author(s)

Specification, RHS variables, and results

Firm-level

Rosenberg (1976)
USA - 1963 - C.S. of 100 firms

Shrieves (1978) €
USA - 1965 - C.S. of 411 firms

Carmichael (1981)

USA - 1977 - C.S. of 46 transport firms
Link (1982)

USA - 1977 - C.S. of 275 firms

Lichtenberg (1984)

USA - 1977 - C.S. of 991 firms

Scott (1984) €

USA - 1974 - C.S. of 3387 lines of business
Switzer (1984)

USA - 1977 - C.S. of 125 firms

Lichtenberg (1987)
USA - 1979-84 - T.S.C.S. of 187 firms

Holemans and Sleuwagen (1988) €
Belgium - 1980-84- T.S.C.S. of 59 firms

Antonelli (1989) €
Italy - 1983 - C.S. of 86 firms

Leyden and Link (1992)
USA - 1987 - C.S. of 137 laboratories

Industry-level
Nadiri (1980) €
USA - 1969-75 - T.S.C.S. of 10 industries

Levin and Reiss (1984)°

USA - 1967, 72, 77 - C.S. of 20 industries
Lichtenberg (1984)

USA - 1963-79 - T.S.C.S. of 12 industries

Mamuneas and Nadiri (1996)
USA - 1956-88 - T.S.C.S. of 15 industries
Country-level

Lichtenberg (1987)
USA - 1956-83 - T.S.

Levy and Terleckyj (1983)

USA - 1949-81 - T.S. (private business)
Levy (1990)

9 countries -1963-84 -T.S.C.S.

Variables include output growth, concentration, dummies for entry barriers,
the market share, fraction of high-tech inputs, fraction of highly subsidised
inputs, and employment; OLS.

Variables include output, technology profiles, product-market factors, and a
concentration ratio; OLS. The estimated parameter is negative for different
kinds of industries, except for materials.

Variables include output. OLS. The estimated parameter is zero for big
firms.

Variables include firms’ relative profits, product diversification, form of
ownership, and a concentration ratio; OLS. The parameter is negative for
basic research, zero for applied research, and positive for development.
No other variables, the estimated parameter stays negative in growth rates
(1972-77); OLS.

Variables include output and firm dummies; OLS.

Dynamic specification, variables include changes in output, capital
investment, dividend payments, long-term debt, internal financing, a
concentration ratio; 3SLS.

Variables include output and time dummies. When the output is separated
into sales to government and other sales, the parameter becomes
insignificant; OLS.

Variables include output, employment, industry and foreign firms dummies,
a concentration ratio, a diversification index, and payment for royalties and
fees; OLS.

Variables include output, a diversification dummy, the share of exports in
total sales, US sectoral RED intensity, price-cost margin, and profitability;
OLS.

Variables include shared efforts (e.g. in conferences), inter-laboratory
agreements, and a 2-digit R&D/sales ratio; 3SLS.

Dynamic specification, variables include value added, labour, fixed capital,
utilisation rate, and the ratio of wages to user cost of capital; OLS. Negative
impact for five durable industries.

Variables include age of capital, a concentration ratio and sectoral dummies;
Instrumental variables technique.

Variables include time and industry dummies, variables in growth rates;
OLS. When the time dummies are excluded from the model, the parameter
becomes positive (.22*).

Translog cost function, variables include output, labour, physical capital, the
relative price of materials, a time trend, and industry dummies; MML.

Variables include output and a time trend. Estimates are adjusted for first-
order serial correlation of residuals. When output is separated into sales to
government and other sales, the parameter becomes insignificant.
Variables include output, corporate taxes, unemployment, and age of the
R&D stock. Generalised least squares.

Variables include output and country dummies. Box-Cox procedure applied
to the panel data. The estimates are positive for four countries (including
the United States and Japan), insignificant for two and negative for the
United Kingdom and the Netherlands.

2.35*

-.53*

-.08*

.09*

—.22*

.08*

.08

.36*

37*

1.99*

.or*

.01

.54*

33*

21

=73*
to .41*

1. The last column reports the average impact (or elasticity: e) of government RED on private RED in the main existing empirical studies.

2. TS. = time series; C.S. = cross section; T.S.C.S. = panel data; OLS = ordinary least squares; 3SLS = three-stage least squares, MML = maximum

likelihood.

3. The estimates by Levin and Reiss indicate a negative relationship between government and private R&D because the dependent variable is total

RED instead of privately financed RED.

* These coefficients are significantly different from zero at a 10% probability threshold.
Source:  Adapted and extended from Capron and van Pottelsberghe (1997).
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test the effectiveness of all instruments simultaneously. Second, there are few macroeconomic studies,
most empirical analyses being at firm or industry level.

Compared to the common firm-level approach, the macroeconomic approach allows for capturing
the indirect effects of policies — negative and positive spillovers. These effects may be quite important.
A firm benefiting from subsidies is likely to increase its R&D activity, but that of competing firms may
decline, for instance because the financial advantage given to the recipient may reduce the rate of
return of competing firms. Negative externalities can also occur between industries, as Mamuneas and
Nadiri (1996) have shown. Conversely, the recipient firm's research may generate knowledge spillovers
that will also benefit its competitors.

A second advantage of macroeconomic analysis is that overall government funding of R&D can be
considered as exogenous with respect to privately funded R&ED. At firm level, this assumption is ques-
tionable because public authorities do not provide R&D subsidies to randomly selected companies. In
the words of Lichtenberg (1984), “Federal contracts do not descend upon firms like manna from
heaven.” That is, public authorities are more inclined to support firms that already perform R&D and
have good innovative records. A positive and significant relationship between R&D in such firms and
government funding of these firms cannot be taken as evidence that government support is effective.
This argument may also be applied, if to a lesser degree, to cross-industry studies, since R&ED subsidies
are mainly directed towards R&D-intensive industries. At macroeconomic level, the assumption that
government funding is exogeneous is more acceptable (David et al., 1999).

A problem at macroeconomic level may be that both business and government expenditure could
be influenced by common factors, thus biasing the estimated relationship. Two factors are likely to be
important. First, changes in the business cycle affect the financial constraints of government and busi-
ness. To account for this problem, this study takes GDP growth as an explanatory variable for business-
funded R&ED. Second, changes in the cost of RED may affect both sectors. For instance, the price of spe-
cialised inputs or the wages of researchers may increase when government increasing its spending,
leading to a growth in business spending that is only nominal in character. This factor will be examined
by accounting for the reaction of R&D prices to demand, as shown by Goolsbee (1998).

The data

The different policy instruments raise specific measurement issues. Public research is broken down
into two components, government research and university research. Government funding of business
R&D is composed of procurement and grants or subsidies. Owing to data availability, these two compo-
nents were combined. Government-funded R&ED performed by firms primarily consists of procurement
and regular grants, although there are also other forms of support, such as loan guarantees, conditional
loans and convertible loans. However, as Young (1998) shows, government procurement, grants and fis-
cal incentives account for the bulk of government support to business RED.>

OECD countries performed about USD 500 billion of R&ED expenditure in 1998 (see also Chapter 1). Of
this, 70% was performed by firms, 17% by higher education institutions and 11% by government intramural
research or public laboratories. Government is by far the major source of funding for these public institu-
tions, but it contributes on average only 10% to the funding of R&D performed by private firms. Over the past
20 years, the distribution of R&ED expenditure by sources of funding and performing institutions has substan-
tially changed, leading to a gradual reduction of government's share, both in financing and performance.

There are, however, important differences among OECD countries. Public laboratories in Japan and
the United States account only for between 8% and 9% of domestic research, against 15% in the
European Union.* A similar difference exists with respect to the share of research performed by univer-
sities: 21% on average in the European Union and around 15% in the United States and Japan. Smaller
countries seem to rely much more on university research than larger ones; more than 25% of all R&ED in
Australia, Belgium, the Netherlands, Norway and Spain is performed by universities. In Japan and the
United States, the business sector performs between 70% and 75% of all R&D, compared with about 63%
in the European Union. The funding structure also differs significantly; in the United States, government
finances 12% of business-performed R&ED, compared with 9% in the European Union and 2% in Japan.
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Box I. The B-index

The B-index is a synthetic measure of fiscal generosity towards R&D developed by Warda (1996).
Algebraically, the B-index is equal to the after-tax cost of an expenditure of USD 1 on R&ED divided by one
less the corporate income tax rate. The after-tax cost is the net cost of investing in R&ED, taking into
account all available tax incentives:

(1-A)
(1-1)
of depreciation allowances, tax credits, and special allowances on R&D assets. In a country with a full

write-off of R&D and no other scheme, A =, and consequently B = 1. The more favourable a country’s tax
treatment of RED, the lower its B-index.

B-index =

, where T = statutory corporate income tax rate; A = the net present discounted value

The value for A may take three forms: i) the net present value (NPV) of depreciation allowances Ay;
ii) the NPV of special R&D allowances Ag; and iii) the NPV of RED tax credits A.. The proportions of the
RED costs that are entitled to standard depreciation allowances are, respectively, D, D, D.. The NPV of
all depreciation allowances and tax credit is therefore:

A =Dyt Ag+ D%+ Dg A,

If the depreciation allowance is granted at an exponential rate of d and with standard depreciation

_ (1-e"t

)
rL

For a tax credit that applies on incremental expenditures, the definition of the base is important. It
can be: i) on last year’s expenditures; ii) on the previous largest expenditures, as in Japan; iii) on a fixed
year in the past; iv) on an average of the past two years’ expenditures, as in France and Spain; or v) on an
average of the past three years’ expenditures. The assumptions i), ii) and iii) can be treated similarly,
whereas for iv) and v):

0
allowance — DB — Declining balance: A, = 5+ O with straight-line — SL: Ag

—k
A, = r°[1—%(z§:1(1+r) }

If the credit is on real expenditures, then A, is divided by (1+17. In the three-year-case v), the term
between brackets is equal to .171; in the two-year case iv), it is .132; and in the one-year case it is .091. For
example, the United States has an incremental tax credit of 20% on the amount by which RED outlays in a
fiscal year exceed the base amount.

Calculation of the B-index is made under the assumption that the “representative firm” is taxable, so
that it realises the full gain from the tax deduction. For incremental tax credits, calculation of the B-index
implicitly assumes that R&D investment is fully eligible for the credit and does not exceed the ceiling if
there is one. Therefore, the B-index does not take into account the flexibility of policies regarding refund-
ing, carry-back and carry-forward of unused tax credits, and the relevant flow mechanisms.

Source: Guellec and Van Pottelsberghe (1999).

Fiscal incentives also differ considerably and may take various forms, making international compar-
isons problematic. The so-called “B-index”, designed by Warda (1996), gives a synthetic view of tax gen-
erosity (Box 1). It is a composite index computed as the present value of before-tax income necessary
to cover the initial cost of R&D investment and the corporate income tax, and thus indicates the level at
which it becomes profitable to perform research activities. The underlying methodology is highly flexi-
ble and enables various types of tax treatment to be modelled in a comparable manner.”

The model

The empirical analysis relies on a simple RED investment model that considers business-funded
R&D as a function of output, four policy instruments (government funding of R&D performed by busi-
ness, tax incentives, government intramural expenditure on R&ED, research performed by universities),
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time dummies, and country-specific fixed effects.® Since research activities are subject to high adjust-
ment costs, a dynamic specification that distinguishes short-run from long-run effects — elasticities — is
required. The model allows for this dynamic mechanism by introducing lagged dependent variables.
This type of specification is not common in the literature.” On a priori grounds, however, the inclusion of
lagged private R&ED may be seen as an important determinant of present R&D investment. Mansfield
(1964, p. 320) notes that “First it takes time to hire people and build laboratories. Second, there are
often substantial costs in expanding too rapidly because it is difficult to assimilate large percentage
increases in R&D staff. (...) Third, the firm may be uncertain as to how long expenditures of (desired)
R&D levels can be maintained. It does not want to begin projects that will soon have to be interrupted.”
The behaviour of private investors can therefore best be described in terms of a dynamic mechanism
that allows for a long-term adjustment path. The model is written as follows:

ARP; ¢ = MARP; | + ByaAVA; ¢ + BrgARG 1 +BpABj | + BoovAGOV; | + BupAHE; i + T+ € (1)

This equation is a first-difference auto-regressive model. RP, VA, RG, B, GOV, and HE are respec-
tively business-funded and business-performed R&ED, business sector value added, government fund-
ing of RED implemented by business, the B-index (see Box 1), government intramural RED expenditure
(i.e. public laboratories), and higher education R&D outlays (i.e. university research). The 17 OECD coun-
tries are indexed by i (=1, ..., 17), and the years 1983-96 by t (= 1, ..., 14). Ais the first (logarithmic) differ-
ence operator and T points to time dummies.® In this model, the short- and long-term effects of the
exogenous variables are [B] and [B/(1-A)], respectively. The signs of the parameters associated with the
four policy tools can be either positive or negative, depending on whether the stimulation and spillover
effects outweigh the crowding-out, substitution and displacement effects.

Results

Before estimating the dynamic model (1) and its various extensions, it is helpful to investigate the
influence of the policy instruments on business R&ED in a simpler, non-dynamic framework. This can
show the basic relationships and their time pattern (Table 3) and suggests that the major effect of value
added on private R&ED investment is contemporaneous, with an elasticity of about 1.20. All policy

Table 3. The temporal structure of the determinants of private R&ED expenditures

Value added Government funding Fiscal incentives Government research Higher education
(AVA) (ARG) (AB) (AGOV) (AHE)
Expected sign (+) (+) (-) (?) (?)
Time lag
T 1.201*** —-0.009 —0.163*** 0.014 —-0.002
(23.32) (=1.25) (=3.01) (0.80) (=0.15)
T-1 —-0.032 0.085*** —0.343*** —0.072*** —0.070***
(-0.52) (11.66) (-10.92) (-3.99) (=5.14)
T-2 0.210*** 0.090*** —-0.007 —-0.002 —0.031**
(3.36) (13.02) (=0.21) (-=0.09) (-=2.30)
T-3 —-0.057 -0.018** 0.007 —0.084*** 0.033*
(-0.88) (-=2.33) (0.23) (—4.44) (1.89)
T-4 0.170*** 0.013 0.039 —0.043** 0.013
(3.14) (1.59) (1.19) (-=2.03) 0.71)
Sum 1.581 0.157 -0.506 -0.199 —0.134

Note: The estimates cover 17 countries for the 1983-96 period (165 observations owing to time lags). The variables are expressed in first differences
of logarithms (growth rates). RP, the dependent variable denotes business-funded R&D investment, VA value added, RG government-funded
R&D implemented by business, B the B-index, GOV government intramural expenditure on RED and HE higher education expenditure
on R&D. SURE estimates including one intercept. *** indicates parameters that are significantly different from zero at a 1% probability thresh-
old; ** at 5%; and * at 10%.

Source:  Guellec and Van Pottelsberghe (2000).
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instruments have a significant impact on business-funded R&D, although with different signs and time
patterns. Government-funded R&ED has a positive and significant effect, but only with one- and two-year
lags. Fiscal incentives have both direct and lagged positive impacts (a lower B-index reflects higher tax
breaks, leading to a negative sign). The estimates also suggest that tax breaks have a quicker and more
short-lived effect than government funding. This finding also emerges from previous studies (Guellec
and van Pottelsberghe, 1999; David et al., 1999). It seems linked to the fact that tax concessions are not
conditional on the type of RED performed by the recipient, have a short-term impact and do not affect
the composition of RED, most of which is short-term in any case; in almost all OECD countries, basic
research represents less than 5% of business R&ED (OECD, 1999¢). In contrast, government subsidies and
contracts are awarded for projects selected by government or which meet certain government-imposed
conditions. In most cases, the research is long-term, if not basic, in nature and creates opportunities
that later induce firms to start further research projects with their own funds. This leverage effect of gov-
ernment funding takes some time to become apparent.

Both government and university research have a negative and significant impact on business-
funded R&D which is spread over several years (there is no contemporaneous impact). The crowding-
out effect — which is due either to an induced increase in the cost of R&ED or to direct displacement
(Figure 1) — appears to dominate the stimulation effect. Public laboratories are supposed to meet pub-
lic goals, however, not those of business; spillovers may occur but are not immediate and are not the
primary goal. The negative impact of university research on business-funded R&D may also point to dif-
ficulties in transferring basic knowledge to firms (see Chapter 5).°

Table 4 reports the panel data estimates of equation (1).!% The estimates presented in column 1
show that the short-term (long-term) private R&D elasticities are 1.36 (1.54) for value added, 0.07 (0.08)
for government funding, —0.29 (-0.33) for tax incentives, —0.07 (=0.08) for government research and -0.04
(—0.05) for university research.'!

To examine how these estimated elasticities translate into dollar terms and analyse the impact of
government policies on the amount of R&ED spent by firms, it is helpful to translate the elasticities into
marginal rates of return. These are reported in Table 5. The marginal rate of return is calculated as the
product of the elasticity and the ratio of the affected variable (business RED) to the policy variable. If
two policy instruments have the same elasticity, the one with the largest relative size will have the low-
est rate of return. The results indicate that USD I of direct government funding generates a USD 0.70
marginal increase in business-funded R&D, i.e. a USD 1.70 increase in total R&ED. Government policy
leads to a marginal reduction of USD 0.44 when spent on government research, and of USD 0.18 when
spent on university research. These reductions are less than the initial USD 1 government expenditure;
this implies that total R&D (public and business) will rise after government increases its spending; the
crowding-out effect of the last two instruments is only partial. In addition, assuming that the average
RED intensity in the OECD is about 2%, a USD 1 increase in value added induces an additional
USD 0.03 in private R&D.

Government spending may affect not only the amount spent on RED by business, but also the
price of R&ED. Increased demand for the scarce resources required for RED, e.g. researchers, should
increase its price. Goolsbee (1998) estimated that the elasticity of R&ED workers’ wages with respect to
government spending was 0.09 in the long term. Subtracting this price effect from the coefficients esti-
mated in Table 4 leads to an elasticity of —0.01 for direct funding in the long term (0.08 — 0.09). This coef-
ficient implies that government funding is essentially neutral with respect to business R&D. However,
Goolsbee’s estimate is based on data for the United States over the years 1968-94. The share of govern-
ment RED was very high in the first part of this period (between 50% and 60% until 1980, compared with
33% in 1996). This is substantially larger than what was observed in the present study. The elasticity
estimated by Goolsbee may therefore overestimate the situation in other countries.

Table 4 also reports a range of alternative specifications of equation 1, examining some of the fea-
tures of the basic results in more detail. A first result is reported in column 2, where the private R&ED
elasticity of government RED is allowed to vary across four groups of countries. The groups are based
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Table 4. The estimated impact of different policy instruments on business-funded R&D

The dependent variable is the change in RED funded and performed by business (DRPt)

Basic eq. Effect of funding rates UnsFaFole Policy interaction Role of defence
) policies 7
Key variables in equations: 2 3 4 5 6
Fit (ARPy_;) 0.115*** 0.154*** 0.127*** 0.108** 0.102** 0.118** 0.147***
(2.54) (3.23) (2.94) (2.25) (2.46) (2.49) (3.05)
AVA 1.357*** 1.355%** 1.306*** 1.388*** 1.349*** 1.355%** 1.362***
(19.67) (18.83) (20.21) (19.63) (21.82) (19.24) (18.27)
ARGy 0.074*** 0.106*** 0.076*** 0.063*** 0.079***
(11.05) (10.27) (11.54) (8.07) (8.82)
AB_; —0.294*** —0.292*** —0.292*** —0.843*** —0.206*** —0.295*** —0.293***
(=7.74) (-7.88) (=7.27) (—4.08) (-6.19) (=7.93) (=7.54)
AGOV_ —0.066*** —0.070*** —0.079*** —0.071*** —0.075*** —0.073*** -0.011
(-3.77) (-3.92) (-4.62) (-4.11) (—4.20) (-4.10) (-0.36)
AHE,_; —0.043*** —0.044*** —0.062*** —0.041*** —0.045*** —0.055*** —0.046***
(-2.89) (=2.90) (-4.17) (=2.75) (-3.22) (-3.46) (-2.89)
ARG¢_;* DGT-high —-0.030
(-1.30)
ARG¢_;* DGT-medium high 0.042*
(1.80)
ARG¢_;* DGT-medium low 0.085***
(10.02)
ARG, * DGT-low -0.012
(-0.42)
ARGFI* (GTyy) 1.757***
(10.55)
ARG *(GT )2 —6.936***
(-6.95)
ARGFI * GT-instability —18.412***
(—4.65)
AB,_,* B-instability 3.400***
(2.82)
ARG,_,* DB_, 1.154%*+
(7.17)
ARGy_;* AGOV,_, -0.039
(-0.49)
ARG, * AHE,_, 0.176**
(1.94)
ARG,_* AEFshare,_, —.002%**
(-3.05)
AGOV_;* AEFshare_; —0.004***
(-2.59)
Adj-R2 0.374 0.370 0.386 0.374 0.386 0.368 0.368

Note: See Table 3 and text for further detail on the variables and results. The estimates cover 17 countries for the 1984-96 period (199 observations).
DGT-high = a dummy variable equal to one for the countries whose average subsidisation rate is over 19% and 0 otherwise, DGT-medium high
(11-19%) DGT-medium low (4-11%), DGT-low (0-4%). GT is the share of government-funded R&D in total business-performed RED, GT-instabil-
ity and B-instability the standard deviation over the studied period of GT and B, respectively, and DEFshare the R&ED defence budget as a
percentage of total government budget appropriations or outlays for RED. All regressions are estimated with the 3SLS method and include an
intercept and time dummies. T-statistics are shown between parentheses; *** indicates the parameters that are significantly different from
zero at a 1% probability threshold; ** at 5%; and * at 10%.

Source:  Guellec and Van Pottelsberghe (2000).

on the average R&D subsidisation rate (Table 1): countries with subsidisation rates over 19% (high);
those with rates from 11% to 19% (medium-high); those from 4% to 11% (medium-low); and those below
4% (low). The largest elasticities are found for countries belonging to the two “medium” groups, while
countries with the highest and the lowest funding rates have non-significant elasticities. This suggests
that the effectiveness of government funding increases up to a certain threshold and then decreases.
Estimates with a more detailed country breakdown also show lower elasticities for countries with the
highest and the lowest levels of funding. To test directly for this inverted-U curve which seems to char-
acterise the relationship between government-financed and privately financed RED, the estimated pri-
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Table 5. Average marginal effect of an increase of USD 1 in public support to R&ED'

Business performed R&D R&D performed by public institutions
X => Government-funded Government intramural Higher education
B (RG) (GOV) (HE)
Long term elasticities (f3) 0.08 -0.08 -0.05
(RP/X) 8.71 5.54 3.59
Marginal effect on RP (p) 0.70 0.44 —-0.18
Marginal effect on total RED 1.70 0.56 0.82

4. 1. The B-elasticities are equivalent to (f RP/fX) / (X/RP), where X denotes RG, GOV, or HE; the marginal effects (p) ofa USD I increase
in government support on private RED investments are therefore computed as follows:py =Bx * RP/X . The marginal effect on total RED is equal
to 1 +py. The elasticities are from Table 4, column 1, the ratio (RP/X) is for 1997, averaged over OECD countries.

Source:  Guellec and Van Pottelsberghe (2000).

vate R&D elasticity of government funding is combined with the rate of direct support, in a quadratic
specification:

2
Brai,t = 01X ¢ + 0X5j g, (2)
RG.
where x; , = Lt
' RTi,t

The results of this specification, in which a,; and o, are the parameters of interest, are reported in
the third column of Table 4. They suggest that the private R&ED elasticity with respect to government
support increases with the subsidisation rate up to a threshold (estimated to be around 12.7% on aver-
age), then decreases with the subsidisation rate, and becomes negative over a higher threshold (esti-
mated around 25% on average). The relative position of each country is reflected in Figure 2.

The variation across countries of private R&D elasticity with respect to government R&ED could sim-
ply reflect a constant marginal rate of return of R&ED funding. A constant elasticity implies that an addi-
tional dollar of private R&D for each additional public dollar spent decreases with the rate of funding.
An elasticity that varies across countries could thus translate into constant marginal effects.'? As
reported above, the product of the estimated elasticities (columns | and 2 of Table 4) and the ratio of
private R&D to government RED show that USD 1 of government money induces an average increase of
USD 0.70 in business-funded R&D. It varies from no significant marginal effects in countries with high
and low government funding rates to USD 0.47 and USD 1.01 in countries with “medium-high” and
“medium-low” rates, respectively.'?

Another aspect that could affect the impact of different policy tools is their stability over time. This
is investigated by combining the direct subsidies and the B-index with proxies for their respective sta-
bility.'* The two variables that reflect the stability of the schemes for each country are GT-instability
and B-instability, which are respectively the standard deviation of the funding rate (GT) and of the
B-index over the period 1983-96. For both policy tools, the estimates presented in column 4 of Table 4
show that the more volatile a policy, the less effective it is. RED investment typically involves a long-
term commitment and leads to considerable sunk costs. Such investment is therefore likely to be sensi-
tive to uncertainty, including uncertainty related to fiscal policy or government funding. Unstable poli-
cies in the past are often taken by firms as a signal that change is likely. These results confirm a finding
in Hall (1992) that the impact of R&ED tax incentives on US firms increased over time, once it was clear
that the scheme would be maintained. Similar evidence concerning R&D subsidies is available at
industry level. Capron and van Pottelsberghe (1997) find, for the G7 countries, that R&D is more likely
to be stimulated in industries for which government funding is stable.

The interaction between the various policy tools is also important. The question is whether they
are complementary or substitutes in stimulating business-funded R&D, i.e. are they mutually reinforcing
or do they partly cancel out? Estimates reported in columns 5 and 6 of Table 4 show that government
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Figure 2. Share of government funding in business performed R&D in 1981 and 1996 (%)
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Source: See Table 1.

funding of business RED is a substitute for fiscal incentives, is complementary to university research
and does not interact with government research. In other words, increasing direct funding of business
research reduces the stimulating effect of tax incentives. In addition, increased government funding of
business research appears to reduce the negative effect of university research on business funding,
perhaps because government funding helps firms to absorb knowledge emanating from universities
that may otherwise be poorly used. This shows that university research can be useful to the economy, as
long as complementary instruments are used to transfer its results to firms. The strong interaction
between the policy tools indicates that an integrated approach to R&ED policy is needed; the instru-
ments will be less effective if used separately.

A final alternative specification of equation (1) concerns the impact of defence-oriented R&D fund-
ing on business-funded R&ED. Defence technologies are less likely to be characterised by spillovers, as
they are often quite specific and emphasise not costs but performance under extreme conditions.
Secrecy constraints may also mean that the results will only diffuse slowly to civilian applications. In
addition, the results of government-procured RED are not necessarily used by the firm that performs
the research, which limits the leveraging effect. Furthermore, because defence contracting is attractive —
it generates high rewards at low risk — firms may allocate resources that would otherwise be used for
civilian research. Hence, even if defence R&ED has a positive impact on business-funded R&ED, the effect
is likely to be lower than that of the same amount of funding with a civilian purpose.

In OECD countries, the share of defence in government R&D budgets is around 30% on average
(OECD, 2000). There are large differences, however; three countries have a high share (around 50% in
the United States; around 25% in France and 35% in the United Kingdom), while the rest have shares
below 10%. To estimate the impact of defence funding, the elasticities of private RED (RP) with respect
to both direct government funding of business R&D (RG) and government intramural R&ED (GOV) are
allowed to have a fixed component and a component that varies with the share of defence in the total
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government RED budget appropriation [as in equation (2)]. The results are reported in column 7 of
Table 4. They show that the two elasticities are inversely related to the share of defence-oriented pub-
lic RED; the higher the share of defence, the lower the effect of government funding on business R&D.
The effect of government research, which was negative in the previous estimates, changes to zero when
the defence component is netted out. This implies that non-defence government intramural research,
which is the bulk of government intramural RED in most OECD countries, has no negative effect on
business R&D.!”

Main findings and implications for policy

The results of the analysis show that both fiscal incentives and direct funding stimulate business-
funded R&D, whereas research performed by government and universities appears to have a crowding-
out effect. This suggests that if governments wish to increase business-funded R&D, direct funding is
more effective than the indirect supply of knowledge. Publicly produced knowledge may result in tech-
nology that is used by business, however, even though it may not affect research expenditure. More-
over, it is not the major purpose of government laboratories to produce knowledge for the business
sector. A more detailed analysis shows that while the defence component of government research has a
negative impact on business-funded R&D, civilian RED has a neutral impact. The analysis also demon-
strates that government (targeted) funding of business R&D can reduce barriers to the transfer of knowl-
edge from universities and limit the crowding-out effect. In addition, whereas the latter is often
immediate, spillovers may take time to materialise and may not be picked up in the estimates.

The effectiveness of these policies is affected by some other factors. First, countries that provide
too high or too low a level of direct funding to business stimulate private R&D less than countries with
an intermediate level of public funding. The effectiveness of government funding of business R&ED
seems to have an inverted-U shape, increasing up to an average subsidisation rate of about 13% and
decreasing beyond. Over a subsidisation level of 25%, additional public money appears to substitute
for private funding. These figures are mainly illustrative, as the actual thresholds depend on the precise
policies used and on economic conditions, which differ across countries and change over time. Second,
stable policies are more effective than volatile policies. Third, the effectiveness of each of the various
policy tools depends on the use of the others. In particular, government funding of business R&D and
tax incentives are substitutes; greater use of one reduces the effectiveness of the other.

An analysis carried out at international and aggregate level does not lead to specific conclusions
with regard to policy design. However, broad policy recommendations can be drawn from these results.
First, any type of government support to business RED is more likely to be effective if it is integrated
within a long-term framework, thus reducing to some extent the uncertainty that firms face. Second, the
various policy instruments should be consistent; this implies co-ordination among the various adminis-
trative departments involved in their design and management. Third, if government wishes to stimulate
business RED, it is not effective to provide too low or too high a level of funding. Fourth, even if
defence-related RED funding is not aimed at stimulating private R&ED expenditure, it has a crowding-
out effect on civilian business R&D, which should be taken into account. Fifth, the research performed
in universities has potential uses for business. Targeted government funding appears to increase tech-
nology transfer from universities.

These results should be interpreted with caution. The precise design of policies varies substan-
tially across countries and has evolved over time, in ways that are not fully reflected in the financial data
used here. In addition, the estimates capture average relationships that may hide differences in the
effectiveness of public policies across countries and may change over time. However, such an average
relationship may be useful in itself, as it may provide a reference for individual countries and points to
policy tools that appear to be better managed in certain countries and that can thus be improved.
Finally, the comprehensive approach taken here allows an identification of the interaction between the
various policy tools.
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NOTES

. The chapter is based on Guellec and van Pottelsberghe (2000). More technical information on the estimation

procedures can be found in that study and in Guellec and Van Pottelsberghe (1999).

. Capron and van Pottelsberghe (1997) survey studies on the impact of R&D subsidies, and Mohnen (1997) sur-

veys studies on the role of fiscal incentives. Guellec and van Pottelsberghe (1999) measure the simultaneous
effect of direct government funding to business R&D and tax incentives on privately funded and performed
R&D. This chapter also accounts for other types of publicly funded R&D.

The sources of other data are as follows. Data on value added are from OECD (1999a). Privately funded RED,
direct RED subsidies to business, and R&D outlays by public labs and universities are from OECD (19996). All
the variables but the B-index are expressed in constant USD PPP and deflated with the business sector’s price
index for GDP (base year 1990). The B-index has been computed by the OECD from national sources (Table 1).

Smaller countries in the European Union, such as Belgium and Sweden, tend to have a lower share of public
research performed in public laboratories (about 4%) than larger ones, such as France and Italy (over 20%).

The B-index is similar to the marginal effective tax rate (METR) computed for eight OECD countries by Bloom et
al. (1997). The METR is composed of a tax component and an “economic component”, which is the sum of the
firm’s discount rate (i.e. the interest rate) and the R&D depreciation rate, less the rate of inflation. The empirical
results of Bloom et al. show that the tax component significantly affects business-funded R&ED expenditure,
whereas the economic component has no significant impact.

These country dummies should account for countries’ characteristics that may influence the private decision to
invest in RED in the long run, such as culture, tax policies and institutional differences.

Only two of the 18 studies surveyed in Table 2 adopt a partial adjustment mechanism for the R&ED investment
equation.

Country dummies, which control for the fixed effects generated by “level” variables, are not included owing to
the first difference specification. In a dynamic context, adding country dummies would also yield inconsistent
estimates because the lagged endogenous variable is among the right-hand side variables. Time dummies are
included to account for technology shocks common to all countries that are not controlled for by exogenous
variables, e.g. the increased use of information technology.

A four-year lag may be too short to capture the long-term effects of basic research, which can take several
decades to reach the application stage (Adams, 1990). Moreover, it is not clear whether the externalities of
basic research should contribute to increased private R&ED expenditure.

. The estimates correct for the potential contemporaneous correlation of the error term across countries by

applying a three-stage least squares (3SLS) method. This method is required since the Breush-Pagan test indi-
cates that the error term of the OLS estimates is subject to significant contemporaneous correlation between
countries. See Guellec and van Pottelsberghe (2000) for further detail.

. The estimated long-term effects are similar to those obtained by summing up the significant parameters in the

non-dynamic model that includes several lags (Table 3): 1.58 for value added, 0.16 for government funding,
—0.51 for fiscal incentives, —0.20 for government intramural expenditure, and —0.07 for university research.

With a constant elasticity, y = [(0RP/ORG) * (RG/RP)], the marginal effect p = (8RP/ORG) =y * (RP/RG) decreases
when the rate of subsidisation increases.

. Guellec and van Pottelsberghe (1999) estimate the marginal effects directly, by replacing the first (logarithmic)

difference of government RED by the ratio of the increment of government RED to the level of private RED.
The results are similar to those reported here.

. It is less obvious that instability in government or university research will affect the impact of these policy

instruments on business-funded R&D.

. Guellec and van Pottelsberghe (1999) used a different approach to examine the effect of defence-related gov-

ernment support. Data on the share of government procurement for defence purposes were collected from five
countries. The defence component of direct government funding of business R&D was found to have a negative
and significant impact for the three countries with very high funding rates. In the present study, data available
for 17 OECD countries are used, showing the share of defence in total government budget outlays on R&ED
(including procurement and intramural research).
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Chapter 7
INNOVATION NETWORKS'

Introduction

It has become widely recognised in recent years that innovation processes are characterised by a
considerable degree of interaction and division of labour, i.e. networking. The network has also received
increasing prominence in studies of the cognitive structures of knowledge and economists tend to
regard the network as a new mode of interaction, somewhere between markets and hierarchies. The
ability to network is more and more regarded as a source of value to firms which contributes to learning
and creation of knowledge (Kogut, 1998). Social and economic networks are affected by physical net-
works (e.g. telecommunication and traffic networks), but have also become significant as a distinctive
organisational form. Metcalfe (1995) suggested that “networks can be seen as economic clubs acting to
internalise the problems of effective knowledge transmission”.

The potentially wide-ranging impact of networks on their participants and on the economy as a
whole has led to a growing amount of research on the topic. Networks have also become important in
technology and innovation policy, especially in European countries. By stimulating co-operation among
different actors in the innovation system, policy makers expect that the innovation potential can be bet-
ter exploited in firms, both existing and new, in research, and in society as a whole. But the issue of
appropriate policies remains insufficiently clear. Should policy makers stimulate networks by relaxing
antitrust laws? Should governments stimulate or prevent inter-firm agreements?

This chapter briefly reviews the theoretical literature and the different approaches to networking
and then provides a short overview of the characteristics of networking. The various benefits of net-
works and inter-firm co-operation are discussed, followed by some empirical findings. Finally, some
practical problems of networking are addressed as well as the role that governments can play at differ-
ent stages.

Theoretical approaches to networking

There is an extensive literature on why firms enter into networks or alliances and on the results of
this co-operative behaviour for partners, industry, and society at large. Useful, but partial, insights can
be drawn from the various approaches. However, no unified theory exists, primarily because the studies
focus on different types of co-operative relations between organisations (Hagedoorn et al., 2000). Inno-
vation economics regards co-operation as an organisational form that is particularly relevant to techno-
logical development and focuses on the dynamic characteristics of learning processes. Management
theory has traditionally focused on the firm and its internal organisation. Industrial organisation studies
have typically looked at firms’ strategies and the effects of firms’ actions on industrial structure, eco-
nomic efficiency and social welfare. Transaction cost theory is a hybrid of these two and seeks to explain
the reasons for firms’ internal organisation.

The economics of innovation has made a major contribution to research on networking. Innovation is no
longer seen as a “black box”, but as a learning process characterised by uncertainty and risk, in which
several actors interact. Agreements between organisations favour the exchange of complementary
knowledge and competencies. They also favour each partner’s organisational learning, i.e. learning by
interacting. The basic rationale for inter-firm agreements is the need to cope with complexity and thus
to find, use and develop a broader range of competencies. The exploitation of diversity (in terms of
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knowledge and competencies) is thus essential for innovation and depends significantly on the organi-
sation’s absorptive capacity (Cohen and Levinthal, 1990).

The increase in networking and the changing organisation of technological activities over the 1980s
appears linked to technological developments. These include rising development costs, technological
convergence, shorter product cycles and faster rates of technical change (Mowery and Rosenberg, 1989).
Mounting R&ED costs mean that the minimum efficient scale of R&ED projects increases. This is particu-
larly important if the time to profit from the innovation has shortened, because the fixed costs of inno-
vation will have to be recouped over a shorter period. Owing to technological convergence, firms need
to deal with a wider range of technologies. This implies a higher degree of uncertainty and complexity
of the business environment.

Strategic management. This strand sees a firm’s many co-operative relationships as the source of its
competitive strength. Networks can achieve efficiencies via economies of scale and scope and through
the reduction of transactional inefficiency in the market. Firms concentrate on the parts of the value
chain that best correspond to their competitive advantage, which in turn is due to their accumulation of
more or less tacit knowledge — in the form either of individual skills or of firm-specific knowledge capital
(capabilities). Access to “complementary resources” may be necessary to exploit existing resources fully
and maintain their competitive advantage. A series of studies has shown that most technology alliances
are motivated by the need to access such complementary assets (Hagedoorn, 1996). Firms increasingly
seek partnerships and alliances to strengthen their core competencies and expand into technology
fields they consider critical for maintaining market share. Inter-firm co-operation is an important vehicle
for organisational learning in this respect.

Industrial organisation. These studies focus on the resource allocation and economic welfare effects of
inter-firm R&D co-operation as part of broader concerns over potential failures in the market for scien-
tific and technological knowledge. Such failures are due to the perception of knowledge as a public
good that is relatively more expensive to produce than to transmit (D'Aspremont and Jacquemin, 1988).
These studies show that firms tend to have incentives to co-operate in RED, since their individual collu-
sive profits are higher than if they do not. Moreover, economic welfare is higher with co-operation on
R&D than with competition. A recent study by Kamien and Zang (2000) analyses not only exogenous
spillovers but also firms’ capacity to absorb RED or as a means of strengthening a firm’s ability to iden-
tify, assimilate and exploit knowledge from outside. Such studies have important implications for public
policy. They highlight the fact that the economy may be better off with co-operation than competition
when spillovers are relatively high. Moreover, when spillovers are high, firms have incentives to interna-
lise some of these in an agreement with other firms. Hence, in terms of welfare, the recognised advan-
tages of co-operation over competition in R&ED are higher investment, better diffusion of results,
elimination of duplication of effort and access to new markets.

The economics of transaction costs has also made important contributions to the analysis of networks.
Transaction costs help explain why firms exist. In organising transactions within a firm, costs can be
reduced. However, once most production is carried out within firms and most transactions are firm-firm
and not factor-factor transactions, the level of transaction costs is greatly reduced. The dominant factor
in determining the institutional structure of production will generally no longer be transaction costs but
the relative costs of different firms in organising particular activities (Coase, 1990). These include alter-
native forms of adaptation, such as co-operation and alliances among organisations. Co-operation and
research partnerships are explained in transaction costs economics as a hybrid form of organisation,
which can facilitate activities related to the production and dissemination of technical knowledge.

Characteristics of networks

The previous discussion indicates that there is not a single approach to networks, but a range of
rather heterogeneous concepts, approaches and definitions. Networks can be differentiated according
to the following characteristics (Hamalainen and Schienstock, 2000):

— Vertical and horizontal. Vertical networks connect firms or production activities along the value-
added chain; horizontal networks connect individuals and organisations in functional areas,
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e.g. research, production, logistics or marketing. In recent years, networks have also been created
between private and public sector organisations (see Chapter 5).

— Geographic scope. Networks can be local, regional, national, international or global.?

— Organisational structure. Network relationships may be informal, flexible and trust-based or formal
and rigid (Lundvall and Borras, 1997).

— Duration. Project teams and virtual corporations are formed to achieve a short-term goal; strategic
alliances, joint ventures and business associations typically have longer-term objectives.

— Boundaries. In most cases, there are no clear boundaries between a network and its environment.
The membership of a network is not always clear and may change over time. This suggests that
networks are open constructs. However, access to networks may be restricted and exit costs may
be quite high. Hence, networks differ in terms of their degree of openness.

— Architecture and balance of power. In principle, networks are defined as an association of autonomous
actors with equal rights. However, dependency among the participants may be more or less sym-
metric. A number of small companies can form a network of partners with equal rights and mutual
assistance, or one or more “flagship” firms that control the other partners may lead the network.

— Stability and trust. In general, networks are a structure of loosely linked actors, so that it is easy for
new members to join and for established partners to leave. The membership may thus change
quite rapidly and relationships may be relatively unstable. Himaldinen and Schienstock (2000)
characterise networks by close interdependency and high-trust relationships, factors that contrib-
ute to stability.

The benefits of networking

Although co-operation occurs in different forms and may have different motives, a number of gen-
eral assumptions underpin networks. Collaboration and networks lead to positive gains for internal
activities and may have positive welfare effects under specific conditions (Dodgson, 1994). That is, part-
ners can obtain benefits they would not gain independently. However, the benefits and effects of co-
operation depend on the perspective. Industrial arrangements may differ, depending on market organi-
sation, the environment for innovation, strategic interaction between firms and the objectives and
organisation of inter-firm collaborative agreements. As no two firms are alike, strategies and competen-
cies are not the same even in the same industry. The following benefits of networking seem important:

— Increased scale and scope of activities. The results of collaboration may be applicable to each firm's mar-
ket and thus expand their customer base. A firm’s capability may be considerably extended if it
can achieve synergy between different technological competencies.

— Shared costs and risks. Costs for major innovations, such as a new generation of semiconductors or
aircraft, have risen rapidly and are now beyond the means of any single firm. The high costs and
risks of innovation can be shared under a collaboration agreement.

— Improved ability to deal with complexity. Many key technological developments are complex and draw
on a wide range of scientific and commercial knowledge. This reinforces the need for co-opera-
tion with participants in different fields of expertise. The close integration of firms also helps to
deal with the complexity of multiple sources and forms of technology.

— Enhanced learning effects. Owing to continuous and rapid market and technological changes, firms
are pressured to improve their learning capacities. Collaboration provides possibilities for learn-
ing about new technologies, methods to create future technologies and ways in which technolo-
gies may affect the existing business. It can also teach companies to change their organisational
approach.

— Positive welfare effect. Internalising positive externalities through collaboration on R&ED may result in
increased efficiency and an increase in overall R&ED expenditure.

— Flexibility and efficiency. In establishing overheads and production capacity, vertically integrated firms
forsake the flexibility that networks provide for reallocating resources immediately. Networks also
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facilitate interaction between large and small firms so that the resource advantages of the former
are linked to the behavioural or creative advantages of the latter. This efficiency-enhancing effect of
networks is linked to the nature of technological knowledge. Much knowledge is tacit - i.e difficult to
codify — and firm-specific. It is therefore difficult to transfer through market mechanisms. Collabora-
tion makes it possible to transfer such knowledge on the basis of mutual trust.

— Speed. Speed is often essential for taking advantage of emerging opportunities. A network can put
together a package of resources to meet challenges in a customised response that, in its flexibil-
ity and scope, may be beyond the capacity of an integrated firm. Rapid product development
may, for example, depend on reliance on outside suppliers (Mansfield, 1988). The ability to com-
mercialise products thus rests on the exploitation of the knowledge of other firms. Networks not
only determine access to information, but also support learning among firms (Kogut, 1998).

Empirical evidence

The empirical literature on networks and partnerships has so far taken one of two approaches. The
first investigates co-operative activity through analysis of existing data sets or specialised surveys; the
other uses case studies. Both have reached important conclusions and have provided useful insights for
science and technology policy (Hagedoorn et al., 2000). The first approach is illustrated by the analysis
of the MERIT/CATI database on technology alliances; the second has been taken in much of the work of
the OECD Focus Group on Innovative Firms and Networks.>

Development of technology alliances

The MERIT/CATI database shows that international alliances increased sharply throughout the
industrialised world in the early 1980s, accelerating as the decade continued (National Science Founda-
tion, 2000).* In the early 1980s, strategic technology alliances were almost non-existent. More than 70%
of all agreements covered may have been formed among high-technology firms in core areas such as
information technology, biotechnology and new materials (Figure 1). There are two main reasons why
such agreements are so popular: i) new technological paradigms have become more knowledge-intensive;
and ii) emerging industries require more knowledge and therefore need to share more of it.

Table 1 shows the total number of alliances undertaken by firms in a number of countries. It shows
that the propensity to engage in alliances varies considerably. Firms from the United States, Japan and
Germany dominate international co-operation, being engaged in 64%, 26% and 11%, respectively, of all
alliances in the sample. While differences in economic size explain these numbers to some extent,
other factors are also at work. For instance, firms from the Netherlands engaged in more alliances than
Italian firms, although the Italian economy is considerably larger than that of the Netherlands. Narula
and Hagedoorn (1998) showed that two major factors determine the differences between countries:

— The country’s level of technological sophistication. This is a key factor for the propensity of firms to under-
take strategic technology partnering, in terms of their R&D activity and their involvement in high-
tech sectors. Detailed analysis shows that countries’ shares in the OECD high-technology export
market and the level of business expenditure on R&ED are highly correlated with strategic tech-
nology partnering.

— The structure of the domestic economy. Italy is dominated by SMEs; in the United Kingdom and the
United States, larger firms dominate the industrial landscape. These tend to undertake more
R&D activity and are thus more likely to engage in strategic technology alliances. Narula and
Hagedoorn (1998) showed that the number of firms from each country on the Fortune 500 list is
highly correlated with the number of alliances.

Patterns of co-operation have become a key topic in research on national innovation systems.
Research has shown that the types of interaction among firms are often country-specific, owing to differ-
ences in institutional frameworks and policy orientation. While national factors play an important role in
determining the framework conditions under which a firm operates (e.g. as regards infrastructure, market
structure or competition law), the propensity to enter an alliance is primarily determined at firm level.
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Figure 1. New international strategic technology alliances, by technology
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Source: National Science Foundation (2000), on the basis of the MERIT/CATI database.

The organisational status of R&ED co-operation is changing

As the amount of co-operative activity has increased, its forms have changed. The predominant
modes of international industrial R&ED co-operation in the 1970s were joint ventures and research co-
operation agreements. Under such arrangements, at least two companies share equity investments to
form a separate and distinct company; profits and losses are shared according to the equity investment.

Table 1. Strategic technology partnering by country and specific characteristics

Number of alliances, Business expenditure % of OECD high-tech Number of Fortune

Population (000s)

1980-94 on R&D (USD) exports 500 companies
United States 4848 257 908 121314 23.5 167
Japan 1931 124 670 50 235 8.0 111
Germany 857 81 190 24 887 14.3 32
France 722 57 667 16 084 8.4 29
United Kingdom 927 57 830 13 445 8.9 44
Netherlands 703 15 300 2 492 4.1 7
Switzerland 276 6940 2830 3.5 10
Sweden 231 8718 2830 1.9 15
Canada 163 28 753 4390 2.3 13
Italy 421 57070 7783 4.1 7
Belgium 134 10010 1 900 1.9 3
Norway 46 4310 715 0.3 2
Denmark 42 5190 898 1.1 0
Spain 59 39 080 2330 1.4 5

Source:  Narula and Hagedoorn (1998) with data from MERIT/CATI, Fortune, World Investment Report 1996.
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In the second half of the 1980s and into the 1990s, joint non-equity R&ED agreements became the most
prevalent form of partnership. Under such agreements, two or more companies organise joint R&D
activities to reduce costs and minimise risk, while pursuing similar innovations. Participants share tech-
nologies but have no joint equity (Hagedoorn, 1996).

Collaboration to engage in production relations with other firms may be an old phenomenon, but it
has new aspects (Narula and Hagedoorn, 1998). First, it is now often considered a first-best option,
instead of a solution of last resort. Second, firms increasingly use such agreements to undertake R&D,
an activity traditionally not shared with other firms. Third, firms are engaging more in R&ED collaboration
with overseas partners, often in foreign locations. The fourth novelty in terms of R&D alliances is the
growing use of non-traditional organisational arrangements, in particular non-equity agreements; in
some ways, this is a superior way to engage in technology development in high-technology sectors.

Firms rarely innovate alone

It would appear that the competitiveness of innovative organisations is becoming more dependent
upon an ability to apply new knowledge and technology in products and processes. The Community
Innovation Surveys (CIS) as well as the CATI surveys carried out in the OECD Focus Group show that
firms rarely innovate alone. The CATI survey showed that 61% of the product-innovating firms in Austria
collaborated with one or more partners, 83% in Spain and as high as 97% in Denmark (see Chapter 3).
Such firms increasingly interact with other organisations and with several partners rather than a single
one.

De Bresson (1999) showed that the co-ordination of an innovative endeavour almost always
requires a network of independent organisations with different competencies. To a large extent, innova-
tion is the result of inputs from co-operative systems, networks of firms and knowledge-based organisa-
tions. The first representative surveys of innovative activity have shown that one out of two firms
introduces new or improved products or processes every three years (De Bresson et al., 1997). In con-
trast to Schumpeter’s view, innovation is neither exceptional nor heroic; it is pervasive, involves a great
variety and number of economic actors, occurs constantly and is central to economic activity
(see Chapter 3).

Technology transfer mechanisms

Technology transfer covers more than contractually arranged research. In many cases, transfer of
technology needs to be accompanied by other forms of knowledge that enable companies to develop
market-driven innovations and expand their innovative potential. The transfer of knowledge can take
place through various channels (Figure 2). Evidence from the CIS shows that internal sources and other
firms are the key sources of information for innovation. For more than 40% of SMEs in the German manu-
facturing sector, informal communication is the most important transfer mechanism, and more than 70%
of large companies transfer know-how via informal communication (Christensen et al., 1999). Hiring of
qualified staff was the second most common mechanism, followed by purchase of equipment and use
of consultancy services. Large firms generally use transfer mechanisms more actively than SMEs. They
are also more involved in international transfer mechanisms. Joint ventures and the purchase of
licenses and patents appear to be relatively important international transfer mechanisms, whereas the
purchase of other firms, hiring of skilled people and use of consultancy services are more important at
home.

The Swiss innovation survey (Lenz, 1997) shows similar results. Although the Swiss survey explicitly
deals with R&ED collaboration in manufacturing, more than 50% of firms indicate that they use informal
information exchange on technology as a form of collaboration. Most surveys indicate that much of the
knowledge communicated between firms is tacit and thus difficult to codify in formal specifications.
However, the surveys also indicate that informal information exchange does not substitute for more
“classical” (formal) contractual collaboration. The high significance attached to informal information

© OECD 2000



Innovation Networks

Figure 2. Sources of information considered as very important for innovation
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exchange may indicate that it is a form of collaboration that takes place in addition (or is complemen-
tary) to more binding forms.

The services sector also plays an ever more important role in the innovation process (see Chapter 4).
CIS data as well as the surveys carried out by the OECD Focus Group indicate that manufacturing firms
increasingly interact with knowledge-intensive service firms. The surveys show that between 30% and 50%
of surveyed firms had established a co-operative link with consultancies, technological firms or other
service firms.

Informal networks are based on trust

Since informal information exchange is important for the innovation process, most surveys also
show that knowledge is often embodied in people. Networking and collaboration require affinity and
loyalty, as the quality of relationships among partners inevitably affects the outcome of the co-operation
(Dodgson, 1996). Many studies have shown that intensive inter-firm links and learning between partners
depend on high levels of trust. In the Austrian survey, more than 70% of co-operating firms fully agreed
that trust and confidentiality are very important for co-operation (Schibany, 1998). Such a basis has to
be built before substantial resources are allocated to a common development project. As a result, 55%
of Austrian firms indicate that the partner’s reputation is very important. Results of the Danish DISKO
survey indicate that 60% of Danish firms find trust important or very important (Christensen et al., 1999).
Networks are also affected by cultural affinities and social settings, including language, educational
background, regional loyalties, shared views and experience and even common leisure interests
(Freeman, 1991).

There are several reasons why trust facilitates effective inter-firm co-operation (Dodgson, 1996).
First, there is the sort of knowledge being transferred, which is often tacit, uncodified, firm-specific and 207
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commercially sensitive. It is often not readily transferable and requires close and reliable communica-
tion. Partners are expected to trust in each other’s ability to provide valid and helpful responses. They
also need to be trusted not to use the information communicated in a way that may prove disadvanta-
geous to their partners. Second, trust facilitates continuing relationships between firms so that when
entering new markets or when new technological opportunities arise they can more easily collaborate
again.

Third, co-operation involves high management costs in terms of selecting suitable partners and
building communication channels. Trust between firms has to exist on a general as well as on a personal
level. It has to be ingrained in organisational routines, norms and values. Such arrangements are not
without cost and a well-established co-operative relationship is therefore not easily jeopardised.

Internationalisation is accompanied by stronger domestic networks

The available evidence suggests that inter-firm collaboration still mainly occurs domestically. How-
ever, foreign firms, especially suppliers of materials and components and private customers, play a sig-
nificant and growing role in national innovation networks. Firms in small countries tend to have more
technology alliances with foreign firms. For Austrian manufacturing firms, the CIS survey showed that
77% of co-operating firms had a domestic partner, while 63% had a foreign partner in the European
Union. Strong international links thus seem to go hand in hand with well-developed domestic networks.

Foreign partners from the European Union are more important than domestic partners for Austrian
firms with more than 100 employees. Larger firms are more likely than smaller ones to co-operate with
partners from the United States or Japan. Smaller firms have a higher propensity to co-operate with
domestic firms, but also have a high propensity to co-operate with foreign ones — 47% of the smallest
firms indicate that they co-operate with a partner from the European Union. Increased international
competition appears to have strengthened domestic networks while providing openings for interna-
tional suppliers and customers. This points to the importance for SMEs of networking, which may
enable them to combine advantages of small size at firm level, such as flexibility, with economies of
scale at network level.

Policies to facilitate networking’

Governments are aware of the growing importance of co-operative networks. They have developed
policies to facilitate the creation and efficient functioning of inter-firm networks. In general, such poli-
cies have not had a theoretical basis. Traditional theories of government intervention were not devel-
oped with networks in mind, and research on networks has paid little attention to policy.® Research on
innovation systems has recently emphasised networks, but has generally been vague about govern-
ment’s role. It is not enough to point to new types of “failure” in learning economies and argue that gov-
ernments should do something about them, since problems do not automatically call for government
intervention. Other solutions — via markets, corporate hierarchies, business associations — may be more
effective. In particular, networking problems can sometimes be solved more efficiently by large firms
(hierarchies) and business associations. In general, problems are best addressed through the organisa-
tional arrangements that can most easily deal with them (Hamaéldinen, 1999).

Due to the limited research on network-facilitating policies, policy makers have little information
about: i) the conditions under which network arrangements are more efficient than alternative organisa-
tional solutions; ii) the types of problems or “failures” that typically occur when setting up and operating
networks; and iii) which of these problems can be resolved most efficiently by government. Practical
network policies should also take account of the government’s organisational capabilities for solving
specific networking problems.

Many problems may need to be addressed before a network can be successfully established. The
costs of setting up a network tend to fall primarily on the organisation actively promoting it. They stem
from the process of finding the right partners, negotiating, creating behavioural rules for co-operation
and building the necessary shared resources. However, the benefits of an efficient network tend to
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accrue to all of its members. Thus, network formation has a public good or externality problem; the pri-
vate benefits from network formation may not cover the private costs, although social benefits are likely
to do so. Firms will only engage in network formation when the private benefits of setting up a network
exceed its private costs. Otherwise there may be room for efficiency-enhancing government interven-
tion. However, business associations or other bodies (e.g. chambers of commerce) may still provide
more efficient solutions.

Where governments have a role, it may differ according to the stage of the networking process. The
stages include: i) awareness of a networking possibility; ii) search for partners; iii) building trust and a
shared knowledge base; iv) organising the network; v) ensuring complementary resources; and vi) active
co-operation. In the final stages, governments do not have a role to play. They should not continue to
support networks once they are established and their benefits are obvious to participants. At this stage,
all participants should contribute their fair share.

Creating awareness

Despite wide media coverage and active promotion by various policy makers, the nature and
potential benefits of network co-operation are not always well known, particularly in small firms. Small
firms are often too busy to consider new business models and may be afraid to lose their competitive
advantages to prospective partners. This may slow organisational adjustments among firms that could
benefit from active co-operation. Governments and business associations can promote firms’ awareness
of networking, e.g. by distributing information.

Search for partners

Government can support firms’ search for network partners with information, brokerage and match-
ing services (Lundvall and Borras, 1997; Narula and Dunning, 1999). Such services can be arranged via
trade fairs and business seminars or through modern information technologies. For example, the Euro-
pean Union has Web-based matching services which cover the whole EU area. Besides firms, successful
networks often involve universities, research institutes, government agencies, etc. These can partici-
pate directly in the network or provide important complementary resources. Participation may be low,
however, so that active encouragement may be needed.

The search for potential partners requires knowledge about firms’ specific strengths and weak-
nesses and how they may complement each other (Lundvall and Borras, 1997). It should thus take place
very close to firms, at local and sectoral level. Apart from firms, local authorities and business associa-
tions can play a role. Moreover, practical experience indicates that policies cannot create networks from
scratch: network promotion should focus on emerging and fragile networks that require encouragement
and support. This should also help to reduce the risk of government failure.

Building trust and a shared knowledge base

Once appropriate partners have been found, another important barrier emerges. Mental rigidities
and behavioural routines are often the biggest hurdle to effective networking. Potential partners need
to learn more about their different views, beliefs and attitudes, values, business strategies and operat-
ing methods. This can only be done through intensive and open discussion so that trust and a shared
knowledge base gradually develop. As a neutral and trusted “third party”, government can sometimes
reduce firms’ reservations about closer inter-firm co-operation.

Building understanding and trust takes time. Therefore, governments should favour policies that
encourage firms to participate in the networking process long enough to build the necessary shared
knowledge base and social capital. The establishment of long-term network facilitation programmes
and inter-firm meeting arrangements may be more productive than matching potential partners, which
may not allow for sufficient time to build understanding and trust. An example of a long-term process is
the UK Foresight Programme, which has resulted in network formation by participating firms and other
organisations (see Chapter 2). The Finnish authorities are currently considering the use of a “strategy 209
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foresight process” to encourage potential network partners to come together, analyse and discuss com-
mon development challenges and create networks. Besides benefiting from the network, the firms gain
access to information about changes in the business environment. The intensive inter-firm communica-
tion needed to build trust can also be facilitated by shared information infrastructures, e.g. network-
specific extranets and Internet pages. The provision of such public goods may initially be supported by
government when the benefits of networking can only be expected in the long term.

Organising the network

Once firms understand and trust each other, they can start to build a shared vision, strategy, struc-
ture and behavioural rules for the network. A shared vision of the future and a common strategy are
important in highly specialised and interdependent networks. However, these do not emerge automati-
cally; someone has to provide leadership. This role is often played by a “flagship firm” which has a
strong interest in the network’s success (Rugman and D’Cruz, 1996). Indeed, in the search stage of net-
work formation, government activities often focus primarily on finding potential flagship firms.

Governments can support inter-firm co-ordination by providing institutional platforms, such as
Japan’s “deliberation councils” or Finland’s cluster programmes, which make intensive inter-firm com-
munication possible. The task of building a shared strategy could also be explicitly included in public
networking programmes. Because they lack detailed business knowledge, governments should avoid
undertaking this task themselves. They can support the organisation of the network and its business
processes by providing information about potential problems and best practices in network co-operation.
They can also develop contract models and arrange consulting services to help structure the network. In
most cases, however, efficient markets in organisational consulting exist, and governments might focus
their efforts primarily on strengthening the private provision of such services.

Ensuring complementary resources

Emerging networks do not often have the resources and capabilities required for competitive suc-
cess. For example, a key technology or other input may not be available from the network partners, or
the network may lack access to important foreign markets. Such “systemic failures” may occur in any
part of the network or its socio-institutional environment (OECD, 1999). They may not necessarily
require government action, however, and systemic interdependencies within and around the network
should be carefully evaluated before intervention takes place. Moreover, governments should not inter-
vene if the private sector or business associations can provide the complementary resources more effi-
ciently. Five complementary resources are briefly examined here, i.e. financial capital, the information
and communication technology (ICT) infrastructure, intra-firm organisation, product markets and inter-
nationalisation.

Availability of financial capital. While networks of firms can spread risks among their members, some
activities are so uncertain that not even networks can undertake them without government help. Basic
research, development of major new technologies or entry into foreign markets are typical examples. In
such cases, the uncertainty and costs of key activities may exceed the combined resources of the net-
work, even though the potential benefits for society at large could warrant undertaking them. The co-
operation of public research institutes, universities and firms in basic research is a good example of
such risk sharing. Governments can also help develop new financial instruments for network activities
that are too risky to be financed by private markets. Well-developed financial markets and favourable
conditions for venture capital markets seem particularly important in this respect (OECD, 2000). Public
procurement of specific new technologies can sometimes also be used to reduce firms’ risks.

ICT infrastructure. The rapid diffusion of co-operative networks has been facilitated by a complemen-
tary paradigm shift in the nature and use of information and communication technologies
(see Chapter 3 and OECD, 2000). Modern ICT are particularly relevant to processes of innovation and
learning; these new technologies produce information which workers can use in their daily learning and
innovation activities. Information technology creates a feedback loop between the generation and the
application of new knowledge (Castells, 1997). The truly revolutionary feature of modern ICT, however,
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is the speed and global nature of communication. Modern ICT are an important infrastructure for intra-
and inter-firm information flows, as more and more communication becomes technically mediated.
While the use of new ICT led to restructuring of corporate hierarchies in the 1980s and early 1990s,
present ICT applications tend to produce structural changes in inter-company relationships and create
a new networked business architecture (Tapscott, 1995). The paradigm shift in ICT and changed organi-
sational forms are complementary and mutually reinforcing phenomena (OECD, 2000).

Communication via ICT requires a shared language as well as overlap in the knowledge base and in
the cognitive framework, and the more demanding uses of ICT tend to require previous face-to-face
interaction, which is a more effective way to transfer tacit knowledge. However, modern ICT can support
the creation and mobilisation of tacit knowledge by reinforcing human interaction and interactive learn-
ing (Ernst and Lundvall, 1997). E-mail, file transfers and network technologies are effective communica-
tion mechanisms for researchers with shared understanding and knowledge bases. ICT no longer merely
links computers, it now facilitates co-operative computing by interacting partners located anywhere in
the world. Qualitative advances in ICT allow fully interactive, computer-based, flexible processes of
management, production, and distribution involving simultaneous co-operation between different firms
and units (Castells, 1997).

Regulatory reform and sufficient competition in the provision of ICT goods and services should
lead to more entrants, lower costs, greater diffusion and a higher rate of innovation and thus encourage
broader application of ICT. Policies encouraging the deployment of high-speed access options hold tre-
mendous promise for improving Internet access. As ICT transforms the economy, it will also be impor-
tant to ensure that regulations do not limit the creation of new products and services based on ICT
(OECD, 2000).

Intra-firm organisation. The full benefits of modern ICT and inter-firm networks cannot be obtained
without internal restructuring. Although restructuring can take many forms, a new organisational para-
digm seems to be emerging in industrialised countries (Lundvall and Borras, 1997). It emphasises hori-
zontal communication between firms’ various functions (multifunctional teams, rotation of personnel
among functions, etc.), flat hierarchies, individual responsibility, initiative and flexibility and good
social, communication and language skills. Firms are not always aware of the benefits of the new organi-
sational forms and mechanisms. Hence, government may sometimes need to promote them, especially
among smaller firms. Governments also need to develop public education systems continuously so that
they can keep up with the rapidly changing needs of working life. New types of skills and curricula are
needed and on-the-job learning has become more necessary. The ability of firms to adopt new organi-
sational forms depends to a large extent on the quality and skills of the labour force.

Product markets. Innovative inter-firm networks may sometimes suffer from poorly developed prod-
uct markets. Local demand may be too unsophisticated to spur innovative activity (Porter, 1990). For
example, the market may consist of many small firms that are unable to demand innovative products or
services. Alternatively, government monopsonies may provide few incentives for supplying firms to
improve their product range. In such situations, governments may be able to use public procurement
and close co-operation with private producers (private-public partnerships) to encourage innovation.
Moreover, by defining tasks that cannot be addressed by existing constellations of firms, governments
can use their procurement programmes to encourage the formation of new inter-firm networks or inno-
vation more generally (Lundvall and Borras, 1997).

Governments also influence the product market structure through legislation, regulation, standardi-
sation and competition policies. Intense rivalry in product markets provides good incentives for innova-
tion (Porter, 1990) and encourages firms to try new organisational solutions, such as inter-firm co-
operation and network arrangements. Co-operative forms of organisation currently pose a challenge to
traditional competition policy, which views all inter-firm co-operation with suspicion. In a context of
increasing innovation, competition and inter-firm co-operation, policy makers must be able to draw the
delicate line between efficiency-enhancing inter-firm co-operation and socially harmful collusive prac-
tices (Teece, 1992). This is an area where further analysis is needed. In general, national policy makers

© OECD 2000

211



OECD Science, Technology and Industry Outlook 2000

212

have viewed inter-firm co-operation more leniently as its innovative benefits have become better
understood (Lundvall and Borras, 1997).

Internationalisation. Networks of small firms may have problems accessing foreign markets. The
pooled resources of the network may be inadequate to establish a presence in leading international
markets. At the same time, the domestic market may be too small to support the development of a net-
work’s highly specialised products. Governments may be able to help such networks enter international
markets by assisting in the search for suitable partners in target markets. Governments can also cover
some of the expense of joint market research and export initiatives. The development of electronic
commerce may make international markets more accessible to small firms and thus reduce govern-
ment’s role.

Final considerations

The traditional market failure approach of welfare economics may need to be modified in the con-
text of networks. However, the potential efficiency-enhancing effects of networks are not a sufficient
rationale for government intervention. There must be particular failures in setting up or operating net-
works which governments are best able to overcome. The discussion above has pointed to several
instances where this is likely to be the case.
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NOTES

1. This chapter is a shortened version of a paper prepared by Andreas Schibany (Joanneum Research Austria),
Timo Hamailidinen (SITRA Finland) and Gerd Schienstock (University of Tampere). The paper is based on
results of the second phase of the OECD Focus Group on Innovative Firms and Networks and on a framework
paper by Timo Hamaéldinen and Gerd Schienstock (2000) for the third phase of the work of the Focus Group.
Dorothea Sturn and Wolfgang Polt provided valuable comments. The full version of the paper is available at:
http://www.oecd.org/dsti/sti/s_t/inte/index.htm.

2. Information and communication technologies have significantly reduced the need for physical proximity. Tradi-
tional social networks with face-to-face communication have been supplemented by virtual networks and elec-
tronic interaction.

3. More detail on the work of the Focus Group is available at: http://www.oecd.org/dsti/sti/s_t/inte/index.htm.

4. The MERIT database on Cooperative Agreements and Technology Indicators (CATI) is a literature-based data-
base, which only covers agreements that contain arrangements for transferring technology or joint research. It
has important limitations: it only covers publicised agreements and mainly draws on English-language materi-
als. Other evidence on strategic alliances shows similar trends, however (see Chapter 1).

5. This section is based on Hamaldinen and Schienstock (2000).

6. These theories emerge from neo-classical, development, welfare, and new institutional economics. See
Hamaldinen (1999), for a review.
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Statistical Annex
MAIN OECD DATABASES USED IN THIS DOCUMENT

Databases managed by the Directorate for Science, Technology and Industry (DSTI)

Industrial structure and performance databases

STAN: The Structural Analysis database contains estimates compatible with national accounts for
eight variables of industrial activity: production, value added, gross fixed capital formation, employees engaged,
labour compensation, exports, imports and constant price value added. It covers 49 manufacturing sectors (based on
ISIC Rev. 2) in 22 OECD countries. A new STAN database is currently being developed based on the more recent ISIC
Rev. 3 (NACE Rev. 1). STAN will be merged with the OECD’s former ISDB database and will incorporate non-manufac-
turing industries and additional variables to enhance productivity measurement.

Latest publication: OECD (1999), The OECD STAN Database for Industrial Analysis: 1978-97. Annual. Also available on
diskette.

Main Industrial Indicators (MI2): Drawing on existing OECD databases, this database provides indicators which
highlight trends in industrial structure and performance in selected OECD countries and zones. It covers five catego-
ries: international trade, industrial structure, business enterprise R&D, employment and productivity, and physical
investment. Indicators are provided for 31 manufacturing sectors (based on ISIC Rev. 2), for technology groups and
for selected service sectors.

Publication: OECD (1999), Main Industrial Indicators 1980-97. Biennial. Only available on diskette.

Input-Output (I-0): This database contains flow matrices of intermediate and final goods (both domestic and
imported) for selected years in the 1970-90 period. It covers 10 OECD countries and 36 industries (based on ISIC
Rev. 2), of which 22 are in the manufacturing sector.

Publication: OECD (1996), The OECD Input-Output Database. Also available on diskette.

Science and technology databases

R&D and TBP: The R&ED database contains the full results of the OECD surveys on R&ED expenditure and per-
sonnel from the 1960s, and the TBP database presents information on the Technology Balance of Payments. These
databases serve as the raw material for both the ANBERD and MSTI databases.

Publication: OECD (2000), Basic Science and Technology Statistics: 1999 Edition. Biennial (also available annually on
CD-ROM).

MSTI: The Main Science and Technology Indicators database provides a selection of the most frequently used
yearly data on the scientific and technological performance of the OECD Member countries expressed in the form of
ratios, percentages, growth rates, etc. Of the 89 indicators included, 70 deal with resources devoted to RED, and 19
are measures of output and the impact of S&ET activities (patents, technology balance of payments and trade of high
technology industries).

Publication: OECD (2000), Main Science and Technology Indicators 2000/1. Biannual. Also available on CD-ROM.

ANBERD: The Analytical Business Enterprise Research and Development database is an estimated database
constructed with the objective of creating a consistent data set that overcomes the problems of international com-
parability and time discontinuity associated with the official business enterprise R&ED data provided to the OECD by
its Member countries. ANBERD contains R&ED expenditures for the period 1973-98, by industry (ISIC Rev. 3), for 16
OECD countries.

Publication: OECD (2000), Research and Development Expenditure in Industry, 1977-98. Annual. Also available on diskette.

Globalisation and international trade databases

AFA: The Activities of Foreign Affiliates database presents detailed data on the performance of foreign affiliates
in OECD countries (inward investment). The data indicate the increasing importance of foreign affiliates in the econ-
omies of host countries, particularly in production, employment, value added, research and development, exports,
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wages and salaries. AFA contains 18 variables broken down by country of origin and by industrial sector (based on
ISIC Rev. 3) for 16 OECD countries.

Publication: OECD (1999), Measuring Globalisation: The Role of Multinationals in OECD Countries: 1999 Edition. Biennial
(also available annually on CD-ROM).

Bilateral Trade (BTD): The Bilateral Trade database for industrial analysis includes detailed trade flows by man-
ufacturing industry between a set of OECD declaring countries and a selection of partner countries and geographical
regions. Data are presented in thousands of US dollars and cover the period 1980-98. The data have been derived
from OECD Foreign Trade Statistics database by means of standard conversion matrices. The database covers
22 manufacturing sectors (based on ISIC Rev. 2), following the same manufacturing classification as used for the input-
output and STAN database.

Publication: OECD (2000), Bilateral Trade Database 2000. Only available on diskette.

Information and Communication Technology (ICT) databases

Telecommunications: This database is produced in association with the biennial publication Communications Out-
look. The database provides time-series data covering all OECD Member countries, from 1980-97 where available. It
contains both telecommunication and economic indicators.

Publication: OECD (1999), Telecommunications Database 1999. Only available on diskette and CD-ROM.
Further details on these databases are available on the Internet at: http://www.oecd.org/dsti/sti/stat-a na/stats/cont-e.htm.

Country coverage of main DSTI databases used in this document

Industry Science and technology Globalisation ICT

STAN MI2 I-O R&D TBP MSTI ANBERD AFA BTD Telecom.

Australia
Austria
Belgium
Canada
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Italy

Japan

Korea
Luxembourg
Mexico
Netherlands
New Zealand
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom
United States

< < <
L=<
L < <
L < < L < <
L L L=<

L <

L << L L << < L L=<
<

LA L L LI L L L=<
<

L =< LU =<

LU =< LU =<

LA L L=<

< < L=< L
L L <

< <
L << <

Other OECD databases

ADB: Analytical DataBase (Economics Department).

ANA: Annual National Accounts (Statistics Directorate).

FTS: Foreign Trade Statistics (Statistics Directorate).

International Direct Investment database (Directorate for Financial, Fiscal and Enterprise Affairs).
LFS: Labour Force Statistics (Statistics Directorate).

Further details on OECD statistics are available on the Internet at: http://www.oecd.org/statistics.

© OECD 2000


http://www.oecd.org/dsti/sti/stat-a na/stats/cont-e.htm
http://www.oecd.org/statistics

Statistical Annex

ANNEX TABLES

Table 1. Investment in knowledge compared to physical investment

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Itay
Luxembourg
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD

Physical investment

Investmentsin knowledge

As apercentage of GDP, 1999"

As a percentage of GDP, 1995

Average - Average
Machinery annual Public annual
Total and Other |growthrate| Totg Spegg' "0 ReD  Software | growthrate
. 1
equipment 1985-99 education 1985-95
20.5 11.1 9.4 4.0 8.8 59 1.4 14 2.2
19.7 104 9.3 3.7 . . . . .
21.3 11.0 10.3 4.3 8.4 4.6 2.3 15 3.1
24.0 9.1 14.9 39 6.8 4.3 1.4 1.0 2.4
28.8 . . 3.0 6.6 3.0 2.7 0.9 35
27.3 10.8 16.5 7.3
23.2 2.7
24.2 10.5 13.7 3.7 7.2 5.0 1.4 0.8 2.8
21.7 4.3 7.0 4.6 1.4 1.0 0.1
29.7 4.7 . . . . .
20.2 2.0 9.6 6.9 1.6 11 4.4
18.6 . . 0.2 9.5 6.2 2.1 1.2 39
19.6 11.2 8.4 2.6 10.2 6.8 2.2 1.3 2.7
21.8 9.4 125 3.6 7.1 4.1 2.1 0.9 2.8
23.3 3.1
24.3 5.1
20.8 . . 2.8
21.9 9.3 12.6 6.7 . . . . .
19.7 11.6 8.1 2.0 6.1 4.4 0.9 0.8 1.3
21.2 . . 8.2 . . . . .
22.1 77 14.4 33 7.8 4.7 19 13 0.9
21.7 1.3 8.8 6.4 1.5 0.9 34
27.0 9.1
335 . . 6.4
24.3 9.1 15.2 5.3 . . . . .
17.1 . . 15 10.6 5.8 33 15 2.1
26.3 135 12.8 2.0
25.7 12.6 13.2 6.3 . . . . .
19.4 10.9 85 3.8 8.5 51 1.8 15 2.3
21.1 8.6 12.5 3.3 8.0 51 1.8 1.1 29
224 8.6 13.8 4.0 7.9 4.6 2.1 1.2 2.8

1. Thelast year available for the Netherlands and Ireland is 1998.
Source:  OECD, Economic Outlook 67, and International Data Corporation, June 2000.
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Table 2. Value added of knowledge-based industries

Percentages

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Denmark
Finland
France
Germany®
Greece
Iceland
Italy
Netherlands
Norway
Portugal
Spain
Sweden
United Kingdom

European Union®
Total OECD’

Sharein business sector value added
At current prices

Real value added
Average annual growth rate

; Finance, )
knowg N High- Msid Igfn_ Communi-  insurance C;n;:u;tg, Knowledge- Business
basedg technology techn%l cations and other ersondl based sect
. . industries . O@/ services business P . industries or
industries industries . services
services

1996 49.3 2.2 6.0 2.8 : 23.8 145 | 1985-97 33 24
1996 41.6 18 6.4 16 17.8 14.0 1988-96 37 2.8
1997 56.1 3.1 6.1 2.9 316 12.3 1985-97 3.2 2.8
1997 48.6 0.9 31 2.8 26.7 15.0 1985-96 4.2 33
1996 52.1 37 8.6 20 2 19.1 18.6 1985-96 4.0 33
1997 41.0 54 84 2.7 2 19.8 4.7 1985-97 114 85
1995 39.9 0.5 3.9 3.6 26.4 55 1985-97 31 21
1996 43.8 96 3 - 29 25.2 6.0 1985-96 3.6 2.8
1996 46.5 8.9 34 - 2.2 6.8 28.6 1985-96 3.0 2.3
1995 421 18 6.9 25 239 7.0 1985-95 14 20
1996 42.1 3.0 8.2 3.0 24.5 34 1985-96 3.9 2.0
1997 50.3 3.0 7.2 28 29.4 8.0 1985-97 27 20
1996 58.6 2.9 111 2.6 171 25.0 1985-96 3.6 24
1995 [ 409 0.9 2.0 44 126 21.0 1985-95 - 17
1995 314 0.0 0.7 2.3 218 6.6 1990-95 1.3 0.1
1997 41.9 15 6.4 22 55 26.3 1985-97 27 21
1995 50.2 2.7 5.0 25 275 125 1986-95 2.9 2.7
1997 354 0.9 4.2 26 2 21.0 6.7 1985-97 16 32
1993 339 14 4.0 2.8 16.4 9.3 1986-94 6.8 4.5
1994 37.9 16 7.2 25 20.4 6.3 1986-94 29 2.6
1997 | 509 30 9.0 32 ' 31 ' 56 '|1985-94 2.3 16
1995 514 33 7.2 32 2 28.3 9.4 1985-96 4.0 29
1994 47.7 25 7.7 2.0 2 20.2 153 1986-94 3.0 1 2.3
1993 499 9.9 34 - 21 2 23.7 141 1990-94 2.3 1 2.3

1. Trend estimates for some countries to extend time coverage.

NoobhwN

. Secretariat estimates.
. Includes medium-high-technology industries.
. Includes shipbuilding.
. Germany refers to western Germany.
. The European Union aggregate excludes Austria, Belgium, Ireland, Luxembourg, and Portugal.
. The OECD total includes 22 countries.

Source: OECD, STAN database and Main Industria Indicators, 2000.
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Table 3. Information and communication technology (ICT) intensity, current prices

ICT expenditures as a percentage of GDP

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Ireland

Ity
Netherlands
Norway

Poland

Portugal

Spain

Sweden
Switzerland
Turkey

United Kingdom

European Union
Total OECD

1997 Average Contributions to growth
1992 1993 1994 1995 1996 T TEVIeS o aa,’;;’a'a T (TSVICES o
Tota hardware and munications gro rae hardware munications
software 1992-97 software
6.6 6.6 6.9 6.9 7.1 7.5 1.3 35 2.7 18 0.6 0.6 0.7
3.1 34 35 3.7 3.8 35 0.6 0.8 2.1 1.7 05 0.6 0.7
7.2 7.3 7.4 7.6 7.7 7.8 1.7 34 2.7 1.2 11 0.2 0.0
6.9 7.5 7.6 7.4 7.4 8.1 1.4 25 4.2 2.3 1.0 -0.1 1.4
55 5.2 51 5.3 6.4 7.4 1.1 2.7 3.6 4.3 0.2 -0.2 4.3
4.7 4.7 4.7 49 6.1 6.1 1.7 09 3.6 3.8 1.2 -0.4 3.0
9.0 8.5 85 8.3 7.9 8.6 1.3 29 4.4 -0.7 -0.1 -1.4 0.8
4.9 51 4.5 4.6 4.7 51 09 2.2 2.0 0.5 0.6 0.3 -0.3
5.3 5.4 5.3 5.3 5.6 6.0 1.0 2.7 2.4 2.0 05 0.1 1.3
5.6 55 54 6.0 5.8 6.5 1.5 24 25 2.1 0.2 -0.3 2.1
6.0 6.3 5.9 6.1 6.3 6.5 1.2 3.0 2.3 1.2 0.4 0.3 0.5
4.5 5.0 5.3 55 57 6.0 1.3 2.2 2.4 4.1 11 0.7 2.3
57 6.0 5.6 5.8 5.9 6.4 0.9 33 2.2 1.7 0.1 1.1 0.5
5.2 54 5.2 5.1 5.2 5.6 09 2.4 2.3 1.0 05 0.3 0.1
2.2 2.2 35 3.7 3.8 4.0 0.4 0.6 3.1 8.7 0.8 0.3 7.6
3.6 4.1 4.3 38 4.2 4.4 1.1 1.7 1.6 2.8 0.3 1.3 1.1
5.3 5.2 5.6 5.6 5.9 57 0.8 1.4 35 11 -0.1 -0.5 1.7
3.6 3.8 4.1 4.1 4.1 4.3 0.6 1.4 2.4 2.6 -0.2 05 2.2
6.4 6.5 6.3 6.4 6.6 7.0 1.3 3.0 2.7 1.3 05 -0.1 0.9
55 5.6 5.3 55 55 57 1.2 2.3 2.2 0.7 05 0.2 0.0
1.8 2.0 2.2 2.3 2.4 2.7 0.8 09 1.0 5.8 14 2.0 2.4
2.6 2.7 4.2 45 4.8 5.0 0.6 09 34 10.1 1.0 0.2 89
3.8 39 3.7 3.7 4.0 4.1 0.7 1.1 2.4 1.2 0.1 0.1 0.9
75 84 7.8 7.6 7.6 8.3 1.7 38 2.8 14 0.5 13 -0.4
7.4 7.6 6.8 6.9 7.2 7.7 1.3 3.6 29 0.6 0.3 0.7 -0.4
2.6 2.2 25 1.6 25 2.6 0.4 0.3 1.9 0.1 -0.8 0.4 0.6
6.9 7.3 7.0 7.4 7.6 7.6 1.5 34 2.7 1.4 0.8 0.1 0.5
5.2 55 54 54 5.6 59 1.0 25 2.4 1.8 0.4 0.6 0.8
59 6.0 6.0 6.1 6.5 6.9 1.3 2.8 2.8 2.2 0.7 0.3 1.2

Source:  OECD based on ADB database and World Information Technology and Services Alliance (WITSA) / International Data Corporation (IDC), 1998.
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Table 4. Percentage of households owning a personal computer

Canada
United States (November)

Australia

Japan (MITI, March)
Korea

New Zealand (March)

Denmark
Finland
France (May)
Italy
Netherlands
Norway

1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
10.3 11.8 13.3 14.7 16.2 18.5 20.0 23.0 25.0 28.8 31.6 36.4 .
15.2 17.2 191 211 230 275 321 36.6 40.0
- " . . . . . 26.9 30.8 34.7 38.7 42.6 453 49.9
11.7 9.7 11.6 10.6 115 12.2 11.9 13.9 15.6 17.3 221 252 295
. - " . . . 8.6 10.4 12.0 134 . " " . .
6.7 8.6 9.6 115 11.6 13.3 15.9 171 18.6 21.7 24.8 27.6 329 375 42.8
15.0 19.0 230 27.0 330 37.0 45.0 . " "
. . . 8.0 10.3 125 14.8 17.0 19.0 24.0 35.0 37.8 42.3
7.0 7.6 8.2 9.1 10.1 11.0 121 13.2 14.3 15.0 16.0 19.0 230
11.0 14.0 18.0 21.0 25.0 29.0 31.0 34.0 39.0 43.0 47.0 55.0
11.0 13.0 15.0 17.5 20.0 225 250 29.0 33.0 39.0 43.0 50.0 57.0

Source: OECD, compiled from national statistical offices, July 2000.
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Table5. Internet hosts density
Per 1 000 inhabitants

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Italy
Luxembourg
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD

September  September  September March Average monthly
1997 1998 1999 2000 growthrate (%)
Sept.1997-Mar. 2000

32 55 76 83 3.2
0 1 2 3 9.2
61 96 160 185 3.7
34 45 55 61 20
9 14 19 23 3.0
2 4 7 9 44
36 52 63 79 26
9 18 28 48
9 18 30 5.2
5 7 11 3.4
28 41 60 . 3.2
70 102 123 139 23
6 8 13 16 3.4
11 16 20 23 25
3 4 7 34
4 8 12 45
76 97 . 20

. 12 14 21 33
4 6 9 3.7
23 38 52 . 3.4
43 74 88 98 27
2 3 4 . 29
3 5 7 8 31
4 7 10 13 3.6
37 48 69 80 26
22 35 43 . 28
0 1 1 2 5.4
17 25 35 41 3.0
11 16 23 3.2
22 34 54 3.8

1. Or nearest dates available.

2. Average.

Source: OECD (www.oecd.org/dsti/sti/it/cm), based on Telecordia (www.netsizer.com)

© OECD 2000
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Table 6. Secureweb serversfor electronic commerce

Density per one Average
Number of secure web servers Country sharein total OECD (%) million monthly

inhabitants growth rate

September  August August March | September  August August March March 2000 Sept. 1997-

1997 1998 1999 2000 1997 1998 1999 2000 March 2000
Canada 547 1023 1874 2814 5.6 4.6 4.0 4.0 87.1 55
Mexico 22 32 64 139 0.2 0.1 0.1 0.2 13 6.1
United States 7513 16 663 33792 49 639 77.0 74.9 72.7 70.4 170.4 6.3
Australia 249 677 1401 2391 26 3.0 30 34 1191 75
Japan 196 528 1208 2022 2.0 24 2.6 29 154 7.8
Korea 19 11 118 169 0.2 0.2 0.3 0.2 33 7.3
New Zealand 58 101 254 397 0.6 0.5 0.5 0.6 92.7 6.4
Austria 26 106 247 352 0.3 0.5 0.5 0.5 421 8.7
Belgium 21 52 169 254 0.2 0.2 04 0.4 23.6 8.3
Czech Republic 6 26 9% 145 0.1 0.1 0.2 0.2 13.0 10.6
Denmark 11 53 116 218 0.1 0.2 0.2 0.3 39.8 10.0
Finland 20 81 191 299 0.2 04 0.4 0.4 54.4 9.0
France 65 250 679 1142 0.7 11 15 16 18.0 9.6
Germany 147 558 1752 3053 15 25 38 43 345 10.1
Greece 5 15 49 71 0.1 0.1 0.1 0.1 6.5 8.8
Hungary 7 19 29 55 0.1 0.1 0.1 0.1 4.9 6.9
Iceland 10 13 32 60 0.1 0.1 0.1 0.1 193.9 6.0
Ireland 17 61 104 190 0.2 0.3 0.2 0.3 47.8 8.0
Italy 88 193 463 667 0.9 0.9 10 0.9 10.8 6.8
Luxembourg 3 12 29 41 0.0 0.1 0.1 0.1 86.8 8.7
Netherlands 75 148 318 482 0.8 0.7 0.7 0.7 294 6.2
Norway 23 64 136 229 0.2 0.3 0.3 0.3 49.3 7.7
Poland 6 27 68 132 0.1 0.1 0.1 0.2 31 10.3
Portugal 16 31 66 99 0.2 0.1 0.1 0.1 9.0 6.1
Spain 120 265 452 647 12 12 1.0 0.9 15.6 5.6
Sweden 53 184 433 673 0.5 0.8 0.9 10 71.0 85
Switzerland 58 176 421 706 0.6 0.8 0.9 10 915 8.3
Turkey 4 14 54 101 0.0 0.1 0.1 0.1 15 10.8
United Kingdom 353 821 1818 3402 3.6 37 39 4.8 55.2 7.6
European Union 1020 23830 6 886 11583 10.5 12.7 14.8 16.4 29.1 81
Total OECD? 9756 22241 46 477 70537 100 100 100 100.0 60.1 6.6
Non-OECD? 396 983 2213 - - - - - - 75
world® 10 152 23224 48 690 - - - - - - 6.8

1. Estimated.

2. Columns total's could be different from total OECD due to the not identified origin of some servers.

3. Growth rates are for September 1997 to August 1999.
Source: OECD, Information Technology Outlook 2000, Netcraft.
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Table 7. Human resour ces

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Ireland

Itay

L uxembourg
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD

Distribution of the population aged 25-64 by level of educational

attainment , 1998

Flows of graduatesin
science and engineering

Primary and secondary

Post-secondary tertiary educatior?

education
Type B: Study of at Percentage of total
Below upper Upper least 2years,  TypeA: Study of at| employment
secondary secondary focusing on least 3 years
education education’ practical skills  theoretical duration

20 41 20 19 1996 0.12
79 8 1 12 1994 0.06
14 52 8 27 1995 0.12
44 31 9 17 1996 0.21
20 50 13 18 1996 0.04
35 43 5 17 . .
27 46 14 13 1996 0.18
27 63 4 6 1996 0.05
43 31 13 12 1993 0.05
15 75 0 10 1996 0.02
22 53 20 5 1995 0.04
32 39 17 13 1995 0.08
39 40 10 11 1993 0.16
16 61 9 14 1995 0.09
54 30 4 11 1993 0.06
37 50 0 13 . .
49 30 10 11 1996 0.25
56 35 0 9

36 40 0 24 y .
17 57 2 24 1996 0.04
22 67 0 11 1994 0.03
80 11 3 7 1995 0.03
67 13 6 14 1995 0.13
24 48 15 13 1996 0.07
19 58 9 14 1993 0.05
82 12 0 6 1994 0.03
19 57 8 15 1995 0.19
46 57 10 12 0.12
38 44 8 14 0.09

1. Also including post-secondary non-tertiary education.
2. See OECD Education at a glance 200C for more details.

3. 1997.

4. Average of countries concerned.
Sources: OECD, Education at a Glance 2000.
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Table 8. Grossdomestic expenditure on R& D (GERD) as a per centage of GDP

1081 1985 1990 1991 1993 1995 1996 1997 1998 1999
Canada 1.2 14 15 15 16 16 16 1.6 16 16
Mexico . . . . 0.2 0.3 0.3 0.3 . .
United States 24 29 2.8 28 2.6 2.6 2.7 2.7 2.7 2.8
Austraia : 1.0 11 1.3 . 15 16 16 y .
Japan 2 2.3 28 30 30 2.9 2.8 28 2.9 30
Korea . . . 1.9 22 25 26 2.7 25
New Zealand . . 1.0 1.0 1.0 1.0 11
Austria 11 13 14 15 15 16 16 16 1.6 16
Belgium 8 16 % 16 16 16 16 16 . . .
Czech Republic . . . 2.0 1.2 10 % 1.0 1.2 1.3 .
Denmark 11 13 1.6 1.6 17 18 1.9 1.9 1.9 2.0
Finland 12 % 16 1.9 20 % 22 23 25 2.7 2.9 31
France 19% 22 2.4 2.4 2.4 2.3 2.3 2.2 2.2
Germany 4 24 2.7 2.8 25 10 24 2.3 2.3 23 23
Greece ° 02" 0.3 04 ¥ 0.4 05 05 . 05 .
Hungary . . 15 11 1.0 07 ® 0.7 0.7 0.7 .
Iceland 0.6 0.7 1.0 1.2 13 15 . 18 2.0 18
Ireland 0.7 0.8 08 ¥ 0.9 1.2 14 14 14 . .
Italy 0.9 11 13 12 11 1.0 1.0 1.0 1.0 11
Netherlands 1.9 21 22 % 21 2.0 20 % 20 2.0 .
Norway 6 1.2 15 17 17 17 17 % . 17 . 18
Poland . . . . 0.7 0.7 0.7 0.7
Portugal ! 0.3 0.4 05 0.6 . 06 . 0.6 . .
Spain 0.4 0.6 0.9 0.9 0.9 08 0.8 08 0.9 0.9
Sweden 6 23 % 29 2.9 2.9 33 35 ¥ . 37
Switzerland 8 2.2 28 % 28 % 2.7 . . 2.7 .
Turkey . . 03 05 0.4 0.4 05 05 .
United Kingdom 241 231 2.2 21 21 2.0 1.9 1.8 1.8
European Union 17 1.9 2.0 19 ¥ 1.9 18 18 1.8 18
Total OECD ° 2.0 23 24 23 22 21 % 22 22 2.2

1. 1984 instead of 1985; 1992 instead of 1993; 1994 instead of 1995.

2. Adjusted up to 1995.

3. 1983 instead of 1981 and 1989 instead of 1990.

4. Figures for Germany from 1991 onwards refer to unified Germany.

5. 1986 instead of 1985 and 1989 instead of 1990.

6. 1989 instead of 1990.

7.1982 instead of 1981, 1986 instead of 1985 and 1992 instead of 1991.
8. 1986 instead of 1985, 1989 instead of 1990, 1992 instead of 1991

9. Including Mexico and Korea from 1991 ownwards, and Czech Republic, Hungary and Poland from 1995 ownwards.

10. Bresk in series from previous year for which data are available.
Source:. OECD, MSTI database, May 2000.
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Table9. Researchers' per ten thousand labour force

1981 1985 1990 1991 1993 1995 1996 1997 1998
Canada 31 40 45 46 50 56
Mexico . . . . 4 6
United States 2 62 68 2 74 75 74
Australia 3 35 41 50 . 60 64 67 . .
Japan 4 69 79 a1 92 97 83 85 85 89
Korea . . . . . 48 47 48
New Zealand . . 30 29 7 35 . 44
Austria 2 21 23 25 . 34 .
Belgium s 31 36 43" 43 53 53 2 . . .
Czech Republic  © . . . 40 272 23" 25 24 23
Denmark 25 31 40 41 47 57 59 61 .
Finland 7 . 37 41 55 61 67 . 84 94
France 361 42 50 52 58 60 60 60 12 .
Germany 89 44 50 59 61 59 12 59 58 59 60
Greece 2 . . 142 16 20 23 . 26 .
Hungary " . . . 27 26 26 28 29
Iceland 31 38 53 491 57 72 . a1 93
Ireland 17 2 35 39 35 40 45 51
Italy 23 27 32 31 P 32 33 32
Netherlands 2 3412 42 40 . 45 46 46 50
Norway 2 38 47 56 63 69 731 . 77 .
Poland . . . . . 29 31 32 34
Portugal 10 7 8 12 . 20 24 . 27 .
Spain 14 15 25 26 28 30 32 33 37
Sweden 2 41 50 57 59 68 12 78 . 86
Switzerland n . 431 4412 . 4512 . 55 .
Turkey . . 5 6 6 7 8 8 .
United Kingdom 47 47 47 4512 47 51 51 51 55
European Union 2 33 37 42 a4 12 4612 49 49 50
Total OECD 44 50 12 56 12 5412 55 5512 55 58

1. Or university graduates.

2. 1989 instead of 1990.

3. 1992 instead of 1993, 1994 instead 1995.

4. Adjusted up to 1995.

5. 1989 instead of 1990 and 1994 instead of 1993.

6. 1992 instead of 1991.

7.1983 instead of 1985 and 1987 instead of 1990.

8. Figuresfor Germany from 1991 onwards refer to unified Germany.

9. 1989 instead of 1990 and 1992 instead of 1993.

10. 1982 instead of 1981, 1984 instead of 1985 and 1992 instead of 1993.
11. 1986 instead of 1985, 1989 instead of 1990 and 1992 instead of 1993.
12. Break in series from previous year for which data are available.
Source: OECD, MSTI database, May 2000.
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Table 10. Trendsin gross domestic expenditureon R& D (GERD)

Percentage, based on constant prices

Average annual growth rate

Per centage change from previous year (s)

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
lceland
Ireland

Italy
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey

United Kingdom

European Union

Total OECD

1981-85% 1986-90' 1991-95' 1996-99 1995 1996 1997 1998 1999
7.9 33° 40 26 0.9 -13 5.2 44 20

. 19.2 12.0 -1.0 53 187 . .
6.4 21 11 6.6 6.7 6.0 7.3 55 7.6
52 6.2 8.0 6.4 . 6.4 . .

8.4 6.6 0.9 43 6.6 6.4 45 2.0
14.4 26 116 10.9 8.6 -117
135 225 10.2 21 10.2
48 5.7 43 34 3.0 2.7 2.7 56 24
43° 23° 125 . 33 . . .

. . -17.4° 8.1 . 6.0 125 5.8 .

6.4 6.6 5.4 47 75 37 8.2 15 52

109° 7.4 38° 131 39 155 137 12.3 11.0
53° 46 05 0.2 0.3 05 -18 20
338 28° -1.3%° 2.0 0.9 0.7 2.8 25
92°% 51 55 18 . 55 .

. . -16.0° 16 -155 -10.1 16.1 11 .
6.2 8.1 10.0 8.8 115 . 147 15.8 -4.0
5.8 6.4 155 11.1 135 11.9 10.2 . .

10.2 58 -38° 25 2.2 20 04 45 39
32° 37° 05° 48 41 44 5.2 .
7.0° 25° 26° 37 . . 45 . 2.9

. 31 75 31 9.1 6.7 6.6
57 12.7 5.1 8.8 -13 . 8.8 . .
6.9 14.0 045 6.4 2.8 49 26 14.1 38
83° 31 -09° 49 . 49
11°% . -1.2 0.9 . 0.9 .

. 10.0 22.1 12.7 27.1 17.0 .

4115 25 0.0 0.0 -16 11 -0.9 21
5.1 40° 02° 2.3 0.9 1.6 16 36
6.4 37 0.0° 46 47 51 4.0

1. Or nearest years.

2. Adjusted up to 1995 and for the period 1991-95.
3. Figuresfor Germany from 1991 onwards refer to unified Germany.

4. Including Korea and Mexico from 1991 onwards, and Czech Republic, Hungary and Poland from 1995 onwards.
5. Break in series over the period or from previous year for which data are available.

Source: OECD, MSTI and R& D databases, May 2000.
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Table11. Trendsin total numbers of researchers'

Average annual growth rate Per centage change from previous year (s)

1981-852 1985-902 1991-952 1996-992 | 1993 1994 1995 1996 1997 1998 1999
Canada 6.2 45 54 . 5.8 12.7 13
Mexico . . 175 . . 21.0 139
United States 5.2 36° 11 . 0.2
Austraia 42 8.8 7.2 36 . 45 . 36 . .
Japan s 45 42 29 31 30 2.8 20 35 11 46
Korea . . . 11 . . . -1.0 3.2
New Zealand . 16 04° 16.4 50 . 0.8 . 16.4
Austria 35 3.6 9.9 . 9.9 . .
Belgium 33 41° 15° . . .8 1.6 . . .
Czech Republic . . -17.2°¢ 1.8 -32.1 22 L8 8.2 2.6 0.1
Denmark 6.0 6.1 6.4 46 6.3 . 8.0 47 45 .
Finland 6.8 3.0 56 122 42 . 5.2 . 12.0 123
France 46° 39 41 24° 30 23 14 24 L8 .
Germany 4 35 32° -05° 1.0 . . -05 04 24 0.9
Greece . .8 101 6.3 135 . 9.9 . 6.3 .
Hungary . . 95 38 -40 -06 -10.7 -09 7.2 5.2 .
Iceland 76 6.4 10.2 76 15.1 37 274 . 11.6 55 5.6
Ireland 39 105 50 16.4 -125 8.6 94 18.0 14.8
Italy 6.4 41 06 0.4 0.0 17 -0.2 12 -05
Netherlands 37°¢ 26 226 59 48 L8 -05 13 104
Norway 55 59 50° 48 47 . L8 . 48 .
Poland . . 6.3 48 . . 6.3 41 6.0 44
Portugal 6.9 11.1° 71°¢ 8.3 . . 71 . 8.3 .
Spain 30 12.3 48 85 40 10.4 -11 9.1 44 11.9
Sweden 52° 40 46° 47 L8 . 7.3 . 47
Switzerland . L8 L6 51 . . . 5.1 .
Turkey . . 7.1 9.3 8.2 6.3 9.6 141 45 .
United Kingdom 0.8 03 29° 2.7 31 .8 33 0.7 0.6 8.1
European Union 35 37° 22° 20° 15 . 28 20 .8
Total OECD 5 46 40° 19° 40 0.9 21 L8 13 6.7

1. Or university graduates.

2. Or nearest years.

3. Adjusted up to 1995 and for the period 1991-95.

4. Figuresfor Germany from 1991 onwards refer to unified Germany.

5. Including Mexico from 1991 onwards, and Czech Republic, Hungary, Korea and Poland from 1995 onwards.
6. Break in series over the period or from previous year for which data are available.

Source: OECD, M ST database, May 2000.
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Table 12. Estimates of share of OECD Gross domestic Expenditure on R& D and of total number of researchers® by OECD country/zone

Percentage
Shar e of GERD? Shar e of resear chers?
1981 1985 1989 1993 1995 1997 1998 1981 1985 1989 1993 1995 1997 1998
Canada 2.2 2.2 2.2 2.4 25 2.4 2.4 25 2.8 2.9 3.0 3.1
Mexico .. .. . 0.3 0.4 0.5 . .. .. . 0.6 0.7
United States 47.2 483 1454 424 117 430 437 433 4307 422 39.2
Australia 1.0 . . . . . . 1.5 1.6 . . . .
Japan 3 15.9 17.0 18.7 19.1 17.9 18.0 17.7 24.9 254 256 26.0 20.0 19.4
Korea . . . 2.7 35 39 3.3 . . . . 3.6 34
New Zealand .. .. 0.1 0.1 0.1 0.2 . .. .. 0.2 0.3 0.2 0.3
Austria 0.5 0.5 05 0.6 0.6 0.6 0.6 0.4 0.4 0.4 0.5 ..
Belgium . 0.8 08" 0.8 0.8 . . 0.8 0.8 08" . 0.8 .
Czech Republic .. .. . 0.3 037 0.3 0.3 .. .. . 0.6 047 0.4
Denmark 0.3 0.4 0.4 0.5 0.5 0.5 0.5 0.4 0.5 0.5 0.6 0.6 0.6
Finland 037 0.4 0.4 0.4 05 0.6 0.6 .. .. . 0.6 0.6 0.7
France 707 6.6 6.8 6.8 6.3 55 5.4 547 55 55 5.9 55 527
Germany 4 2.9 9.2 9.6 9.3 2.0 85 8.3 7.9 7.7 8.1 . 8.4 7.9
Greece 017 .. 01”7 0.1 0.1 0.1 . .. . 027 0.3 0.4 0.4
Hungary . . . 0.2 0.2 0.1 0.1 . . . 0.5 0.4 0.4
Iceland 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Ireland 0.1 0.1 0.1 0.2 0.2 0.2 . 0.1 0.2 0.2 0.2 0.2 0.3
Italy 2.9 3.1 34 2.9 2.6 2.4 24 3.3 3.4 35 3.0 2.7 2.6
Netherlands 16 15 15 1.4 15 15 . 1.2 1.3 1.2 1.3 1.2 1.3
Norway 0.3 0.4 0.4 0.4 047 0.4 . 0.5 0.5 0.6 0.6 067 0.6
Poland .. .. . .. 0.4 0.4 0.4 .. . . . 1.8 1.9
Portugal . . . . 0.2 0.2 . .. . . . 0.4 05
Spain 0.6 0.7 1.0 1.2 1.1 11 1.2 1.2 1.1 15 1.8 1.7 1.8
Sweden 127 1.3 1.3 1.37 147 1.4 . 117 1.2 1.2 127 1.2 1.2
Switzerland 1.2 .. 127 .. .. .. . .. .. 077 . .. .
Turkey .. .. . 0.4 0.3 0.4 . .. .. . 0.6 0.6 0.6
United Kingdom 737 6.07 5.9 5.4 4.9 46 45 8.0 7.0 6.1 55 53 49
European Union 33.0 30.8 31.9 31.1 29.7 27.9 27.9 30.9 30.0 30.0 31.4 29.6 2877
Total OECD € 100.0 100.0 100.0 100.0 100.07  100.0 100.0 100.0 100.07  100.0 100.0 100.0°  100.0

000T D40 ©

Or university graduates

Based on OECD estimates for missing data.

. Adjusted up to 1995.

Figures for Germany from 1991 onwards refer to unified Germany.

Mexico included as from 1991 onwards ; and Czech Republic, Hungary and Poland included as from 1995.
Koreaincluded in expenditures as from 1991 and in researchers as from 1995.

Break in series from previous year for which data are available.

Source: OECD, MSTI and R&D databases, May 2000.
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Table 13. R&D expenditure by source of fundsin per cent

Businessenterprise Government Other national sources Abroad

1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998
Canada 408 400 402 433 465 483 487 | 506 481 42 407 %6 R4 319 48 42 59 58 57 59 58| 38 7797 104 122 135 136
Mexico . . . 143 176 169 . . . . T4 662 711 . . . 101 95 95 . 23 6.7 25
United States 488 500 540 583 604 643 667 | 493 483 4080 377  3B6 318 298 19 17 350 40 40 39 40
Australia o202 . 41 M0 462 475 .| 128 . 549 502 474 460 . 21 .21 39 44 44 .| 10 . 12 18 20 21 .
Japan 2 63 689 731 682 7238 748% 734%| 269 210 180 216  209° 184° 197° | 107 100 88 101 67° 65° 65 | 01 01 01 o1 01° 03° 03°
Korea . . 763 75 . . 190 29 . . 47 45 . . 00 01
New Zedland 293 B9 BT 305 603 548 523 523 78 89 101 120 25 24 39 52
Austria 502 491 520 490 492 517 512 | 469 481 46 480 411 B9 M6 04 03 03 04 04 04 04| 25 25 31 26 33 39 38
Belgium g 665 63990 627 64.2 . . 316 3200 25 264 . . 08 15° 10 25 . . 11 279 39 69 . .
Czech Republic . . . . 681 598 602 . . . . 323° 308° 368%| . . . . 13 75 049 . . . . 33 19 26
Denmark 250 489 493 500 452 534 .| 535 460 423 377 06 %1 . 200 31 46 50 42 M1 21 21 38 73 110 64 .
Finland 5450 . 566 595 629 6390 4340 . . 398 31 309 300 11" . . 18 10 09 10 | 10" . . 18 45 53 5110
France 090 44 5 470 483 503 .| 5340 529 483 435 419 402 . 06 08 07 13 17 16 .| 50 48 75 81 8.0 79 .
Germany “ 519 6.8 634 615 611 614 617 | 407 367 B9 365 368 359I K6 04 03 05 03 03 03 03] 10 12 21 16 18 24 24
Gresce 3140 1949 202 . . .| 1860 6890 469 . . . 01 26 . . . 116 303 . . .
Hungary . . 701 531 384 366 361 . . 89 405 531 548 562 . . . 04 05 05 04 . . 10 25 48 43 49
Iceland 57 241 B9 316 46 419 377 | 856 643 658 629 513 509 559 50 87 713 23 37 09 08| 43 28 30 32 44 62 55
Ireland 377 457 501 623 685 694 .| %65 461 301 279 26 22 . 11 15 21 19 18 17 .| 48 66 86 79 80 6.7 .
Italy 501 446 437 M3 47 433 439 | 42 517 515 513 50 512 511 00 00 00 00 00 00 00| 27 36 48 44 53 55 50
Netherlands 463 517 481% 441 460 456 472 442 483% 485 2 91 13 15 16 21 26 26 52 26 20 53 93 128
Norway %1 516 M3 4990 494 .| 572 453 01 40" x9 . 14 10 13 1210 12 .| 14 21 54 490 65 .
Poland . . . . %0 3B1 378 . . . . 602 6L7 590 . . . . 21 16 17 . . . . 17 16 15
Portugal 5300 308 270 202 195 212 .| 619 621 618 594 653 682 . 48 47 65 54 33 44 .| 33 24 46 149 119 6.1 .
Spain 08 412 414 40 445 47 498 | 560 477 451 516 4369 436 387 01 02 06 10 520 49 48 11 48 68 64 6.7 67 6.7
Sweden 3549  609° 586° 6L2°0 65610 677° £3%0 3649 381 330%° 2880 252° 14% 159 17°  30°° 2210 21° 15%° 129 16 2990 3410 349
Switzeland ¢ 751 789 739 674 . 675 249 2110 2320 284 . 269 130 23 . 25 160 19 . 31
Turkey . .24 318  R9 48 . . . T4 62 624 87 . . .09 22 27 26 . . .02 08 20 18
UnitedKingdom 420 459 496 515 480 496 473 | 4810 4350 355 325 332 311 310 300 260 31 41 44 48 48 | 69° 800 118 119 144 145 168
European Union 486 512 523 525 525 539 .| 47 40 409 40 20 372 . 11 0 12 15 18 19 .| 36 37 56 59 67 70
Totd OECD 7 512 540 575 589 5981 624 631 | 450 423 378 351 8L 313 306 25 24 27 38 390 39 39

1.1992 instead of 1993; 1994 instead of 1995; 1996 instead of 1997.

2. Adjusted by OECD up to 1995.
3.1989 instead of 1990.

4. Figures for Germany and zone total's from 1991 onwards refer to unified Germany.

5. 1982 instead of 1981; 1984 instead of 1985; 1992 instead of 1993.
6. 1986 instead of 1985; 1989 instead of 1990; 1992 instead of 1993; 1996 instead of 1997.

7. Including Mexico and Korea from 1991 onwards; and including Czech Republic, Hungary and Poland as from 1995 onwards.

8. Overestimated.
9. Underestimated

10. Break in series from previous year for which dataare available.

Source: OECD, MSTI database, May 2000.
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Table 14. Financing of expenditureson R& D by source as a per centage of GDP

Business enterprise Government Other national sources Abroad

1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998
Canada 051 058 05 071 076 078 080 | 063 069 065 066 058 05 052 | 006 006 009 009 009 009 010 [ 005 011 014 016 020 02 02
Mexico . . . 003 005 006 . . . . 06 02 0 . . . .00 003 003 . 001 002 001
United States 118 14 150 153 158 174 183 | 119 139 113 09 093 08 08 | 005 005 010 010 010 011 011
Austrdia 1019 . 054 067 073 07 .| 069 I 7 . . . .| 00 . 004 . . . .| 001 .0 . . . .
Japan 2 145 191 22 1% 200% 216° 222°| 062 05 055 062  062° 054° 060° | 025 028 027 020  020° 019° 02 [ 000 000 000 000  000° 001° 001
Korea . . 191 1% . . 048 08 . .02 o . . 000 000
New Zedland 029 035 038 0% 060 05 051 059 008 009 010 014 003 002 004 006
Austria 057 06 073 07 077 08 08 | 053 061 063 072 073 07 073 | 000 000 000 001 001 001 0Ol [ 008 003 004 004 005 006 006
Belgium s 108 106 0% 101 . . 052 L0051 041 . . 001 00w om . . 002 o006 011 . .
Czech Republic . . . . 064 069 076 . . . . 038°  036° 046°0 . . . . 001 009 o001 . . . 003 002 003
Denmark 047 061 077 087 08 104 .| 059 058 066 066 073 070 .| 0® o004 007 009 008 008 L]0 003 006 013 020 012 .
Finland 0e4 . . 18 13 171 1859 051 . . 08 080 08 087 | 00t . . 004 002 002 003 | 00" . . 004 010 014 0I5
France 079 0% 103 113 112 11 .| 18® 117 114 104 097 089 .| oot® 00 0 003 004 0M .| 010® om 018 019 018 017 .
Germany ¢ 14 168 174 146 138 141 141 | 09 100 093 0§ 08 08 08 | 001 001 001 001 001 001 001 | 002 003 006 004 004 005 005
Greece Poom 007 010 . . .| om® .00 . . . 001 . . . L0015 . . .
Hungary . . 18 05 028 026 0% . . 042 040 03 039 038 . . . 000 000 000 000 . . 001 002 004 003 003
lceland 004 018 024 04 053 076 076 | 054 048 065 08 08 093 112 | 003 006 007 003 006 002 002 | 003 002 003 004 007 01 011
Ireland 026 037 049 074 093 098 .| 040 0 05 03 029 031 .o loor o001 002 002 002 0 .| 003 005 007 009 011 009 .
Italy 044 050 05 05 042 043 045 | 042 058 066 058 053 050 052 | 000 000 000 000 000 000 000 [ 002 004 006 005 005 005 005
Netherlands 086 107 103° 088 0% 0% 087 091 104 097 08 080 002 003 003® 004 005 005 010 005 004 011 019 0%
Norway 047 Om 077 0850 082 .| 067 067 . 08 0B om . o oo 002 00" 00 .| 002 003 009 0080 o011 .
Poland . . . . 05 05 028 . . 04 oM um . . 001 001 00 . 001 001 001
Portugal 5000 011 014 013 o0m 013 . . .03 .03 08 . . .0, .02 0 . . .0 . 007 004 .
Spain 018 026 040 037 036 037 045 | 024 026 03 047 0350 036 035 | 000 000 00l 001 00 004 004 [ 000 003 006 006 005 005 006
Sweden 126 175°  172° 20090 2270 250° 09790 105° . 108%0 1000 093° 003%° 0m4° L% 010%™ 008" 008° 003%° 003° 00990 012 (013°
Switzerland 6164 22 200 179 .1 054 Lo e . . Lo . . Lo . .
Turkey . . 009 014 013 02 . . .08 029 024 0% . . . 000 001 001 001 . . . 000 000 001 001 .
United Kingdom 100° 103 107 109 0% 091 087 | 115° 098° 077 069 066 057 057 | 007 006 007 009 009 009 009 | 016° 018° 025 025 029 027 031
European Union 083 0% 103 09 0% 0% .| 079 08 08 07 071 067 . |02 02 002 003 003 003 .| 006 007 o0 01 012 0B
Total OECD 71 15 1% 128 128 137 141 | 09 0% 08 077 0720 069 068 | 005 006 006 008 0080 009 009

1. 1992 instead of 1993; 1994 instead of 1995; 1996 instead of 1997.
2. Adjusted by OECD up to 1995.

3.1989 instead of 1990.

4. Figures for Germany and zone totals from 1991 onwards refer to unified Germany.
5. 1982 instead of 1981; 1984 instead of 1985; 1992 instead of 1993.

6. 1986 instead of 1985; 1989 instead of 1990; 1992 instead of 1993; 1996 instead of 1997.

7. Including Mexico and Korea from 1991 onwards; and including Czech Republic, Hungary and Poland as from 1995 onwards.

8. Overestimated.
9. Underestimated

10. Break in series from previous year for which data are available.
Source: OECD, MST! database, May 2000.
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Table 15. R&D expenditure by sector of performancein per cent

Businessenterprise Higher education Government Private non-profit sector

1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998 | 1981 1985 1990 1993 1995 1997 1998
Canada 481 57 55 54 597 613 620 | 267 238 266 261 241 236 236 | 244 27 199 173 151 138 131 | 08 08 10 11 12 12 12
Mexico . . . 104 208 197 . . . . 87 458 399 . . . . 355 330 387 . . . . 04 04 16 .
United States 703 726 710 708  7L9 742 746 | 145 128  154° 155 153 145 144 | 121 107 105 102 96 82 79 | 31 30 30 35 33 31 31
Australia 1250 300 402 441 469 479 .| 285 285 55 261 245 263 .| 51 27 6 21 25 28 .| 13 18 16 16 21 20 .
Japan 2 607 668 709 660  703° 727% 719°| 242° 201° 176° 201° 1450 136 1409 111" 91 750 9310  gg®  ggl gp¥| 410 391 410 450 440 4810 470
Korea . . 77 726 703 . . 82 104 112 . . 170 158 176 11 12 09
New Zesland 82 301 210 282 279 283 07 364 39 416 22 353
Austria : 558 548 586 559 . N8 M9 R4 B . 90 84 75 8oL . 23 20 16 03“ .
Belgium s 715 670" 638 674 . . 187 574 87 273 . . 55 611 62 38 . . 43 128 13 15 . .
Czech Republic . . . T2 1M 628 646 . . . 32 854 91 95 . . . 26 641 266 257 . . . . . 14 02
Denmark 47 553 569 583 574 614 626 | 267 244 236 28 245 22 23| 27 195 183 178 170 154 152 | 09 08 12 10 11 0 10
Finland 547" 587 626 584 63.2 660 672 | 22" 209 187 2205 195 2009 196 | 25" 199 18812 205 166 136 126 | 06" 05 L2ooo7 06 05 06
France 589" 587 604 617 610 612 620 | 164" 150 146 158 167 173 171 | 26" 253 242 211 210 202 195 " 10 08 14 13 14 14
Germany 4 72 731 719 669 664 675 678 | 156 135 148 181  181% 179 176 | 1387 129 129 1502 1542 1462 146% 05 04 04 LB W2 B
Greece 5 25" 286 23" 268 %66 21 .| st 3631 407 461 523 .| e31™ 498 24n 320 25 %2 . 06 07 04
Hungary . . B/1 N5 B4 45 B4 . . 144 26 48 B0 52 . . 195 2517 256 %51 312 . . . . . . .
Icdland 96 154 194 311 319 406 366 | 260 300 250 240 275 283 249 | 607 483 492 209 374 208 373 | 37 63 64 40 32 13 12
Ireland £B6 513 600 679 712 733 .| 160 199 235 21 193 186 .| 203 216 w8 102 88 74 Lo 12 17 08 07 07
Italy 564 569 583 537 534 532 537 | 179 192 207 250 255 261 250 | %7 289 209 214 211 07 213 . . . . . .
Netherlands 533 562 5290 494 521 546 B2 B2 280" 00 288 23 208 183 it 181 181 171 28 23 21t 25 10 10 .
Norway ® 59 627 566 535 5671 569 L 20 22 240 23 260" 266 Ll 177 144 19452 1922 17342 1642 2| 05 07 L2 2 .2 L2
Poland . . . . 87 304 415 . . . . 263 286 276 . . . . 350 20 308 . . . . 00 00 01
Portugal 6312 263 261 217 209" 25 .| 2086 301 360 40 370" 400 .| 86 %0 254 21 270 %2 .| 46 76 124 131 150" 133 .
Spain 455 552 578 4718 482 488 521 | 29 206 204 313 320 37 05| 36 242 213 200 186 174 163 . .05 10 11 1111
Sweden 5 637° 680° 6540 69601 7430 748 300% 274% 306° 257°% 2191 215 61%% 449 390 g1lm 370U 35 03°%  02° 01  o7% 2%t 01
Switzerland T2 TIt 7491 701 . 707 199 1281 1991 250 .43 59 431 43% 37 . 25 32 08 12 25
Turkey . .24 29 B N3 . . . 698 672 600 572 . . . 98 99 74 105 . . . . . . . .
United Kingdom 630" 6441 694 670 65.3 654 658 | 136 1471 156 171 190 196 196 | 206" 1831 131 142 144 137 133 | 28" 26" 20 17 13 13 13
European Urion 624 642 648 622 621 629 635 | 174" 166" 178 204 208" 209 207 | 189 180 164 165 162 153 150 | 14 2 09 10 09 09 08
TodOECD 8 658 689 689 670 6741 691 693 | 165 148 162 175 174" 169 170 | 150 139 124 128 6% 113 112 | 26 25 25 21 261 26 26

1. 1984 instead of 1985; 1992 instead of 1993; 1994 instead of 1995; 1996 instead of 1997.

2. Adjusted by OECD up to 1995.
3.1989 instead of 1990.

4. Figures for Germany and zone totals from 1991 onwards refer to unified Germany.

5. 1986 instead of 1985; 1989 instead of 1990.
6. 1982 instead of 1981; 1986 instead of 1985; 1992 instead of 1993

7. 1986 instead of 1985; 1989 instead of 1990; 1992 instead of 1993 and 1996 instead of 1997.
8. Including Mexico and Korea from 1991 onwards; and including Czech Republic, Hungary and Poland as from 1995 onwards.

9. Overestimated.
10. Underestimated.

11. Bresk in series from previous year for which data are available.
12. Government data include private non-profit sector.
Source: OECD, MSTI database, May 2000.
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Table 16. Basic research as a percentage of total R& D activitiesand as a per centage of GDP!
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Asa percentage of all R& D activities Asa per centage of GDP

1981 1985 1990 1991 1993 1995 1997 1998 1981 1985 1990 1991 1993 1995 1997 1998
Mexico . . . . 277 35.8 . . . . . . 0.05 0.09 . .
United States 133 125 147 16.6 17.0 15.7 155 15.2 0.32 0.35 0.40 0.47 0.44 0.41 0.42 0.42
Australia 34.7 314% 280 . 2844  211° 2592 0.33 034% 037 . 043% 043° 0432
Japan 121" 116%™ 1235 123%" 135" 142" 120 12.0 028" 032" 036° 037" 039" 042" 035 0.37
Korea 125 133 14.0 0.31 0.36 0.35
Austria 2112 217° 21.3 . . 021 030° 0.32 . .
Czech Republic . . . . 17.0 180 . . . . 0.17 0.21
France . 1997 201 203 217 222 221 . 044" 048 0.48 0.52 0.51 0.49
Germany 20.8 184 19.8°¢ 21,0108 LB . . 0.44 0.43 049° 0.47 013 LB . .
Hungary . . . 250%% 255" 279 27.6 . . . 0238  o22™ 018 0.17
Iceland 284 2078 235 249 251° 244 214 0.16 014" 023 0.29 033* 038 0.39
Ireland 120 14.4 9.0 105 12,0 . . . 0.07 0.10 0.06 0.09 0.12 . . .
Italy 155" 164" 196™ 203" 22.8 221 239 23.7 o11™ o15" o25" 0255 0.26 0.22 0.24 0.24
Netherlands . 1458  137%2 14.0 131 . . . 030" 029% 029 0.26 . .
Norway 175 137 15.1° 148 1655 16.1 16.3 0.19 0.8 0.23° 0.22 0.25 0.25 0.25 .
Poland . . . . 384" 355" 345 . . . . 022" 020" 020
Portugal 173° 177 206 . 238* 249 . 005° 006° o011 . 015% 014 .
Spain 182 19.3 17.9 183 213 253 228 0.06 0.08 0.12 0.13 0.16 0.17 0.15
Sweden 2462 2287 200" . 0522 059% 053 % .
Switzerland 279° 0.76 2
1. No corresponding data is available during the nineties for Belgium, Canada, Denmark, Finland, Greece, Luxembourg, New Zealand, Turkey and United Kingdom.
2. 1996 instead of 1997
3. 1984 instead of 1985
4. 1992 instead of 1993.
5. 1994 instead of 1995.
6. 1989 instead of 1990.
7. 1986 instead of 1985.
8. 1992 instead of 1991.
9. 1982 instead of 1981.

10. Figuresfor Germany from 1991 onwards refer to unified Germany.
11. Overestimated

12. Underestimated

13. Break in series from previous year for which data are available.
Source: OECD, R&D database, May 2000.




000T D40 ©

Table 17. Basic research by main sectors of performance

as a percentage of GDP
Business enterprise Government Higher education Private non-Profit

1990 1995 199 1997 1998 | 1990 1995 1996 1997 1998 | 1990 1995 1996 1997 1998 | 1990 1995 1996 1997 1998
Mexico 000" 000 . . 002" 004 . . . 003" 005 . 000" 000 . .
United States 0.09 0.09 011 0.11 0.10 004™ 004™ 004™ 003" 003™| 024 0.25 0.25 0.25 0.25 0.03 0.03 0.03 0.03 0.03
Australia 0.03 0052 004 0.11 . 0.11 . 021 0.25 0.26 0.01 0022 002 .
Japan 013%*¢ 013 0122 013 003%® 006 0.05 0.05 018%¢ 021" 0152 014 002% 002 0.02 0.02
Korea 0.15 0.16 0.07 0.09 0.10 0.11 0.11 0.01 0.01
Austria 005®  004* . . 002°  003*% . . 022° o025* . . 001® 000* . .
Czech Republic 0.01 0.00 0.01 . 0.13 0.15 0.15 . 0.04 0.04 0.05 . . 0.00 0.00
Denmark . . . 0.05 0.08 . 0.20 0.25 . 0.01 0.01 .
France 0.06 0.06 0.06 0.10 0.11 0.10 031 0.33 0.34 0.01 0.01 0.01
Germany 009%  007° 0.12°%° 027%  028%%% 0.00 ®°
Greece 0.00° . . . . . . . . .
Hungary . 0.01 0.01 0.01 . 0.10 0.10 0.09 . 0.07 0.07 0.07 . . . .
Iceland 0.01° . 0.08 0.12 0.12 0.11 0.23 0.26 0.03 0.02 . 0.01
Ireland 0.03 0.04* . . . 0.01 0.00* . . . 0.02 0.07* . . . 0.00 0.00°
Italy 001 002 0.01 0.01 0.02 012 008 0.08 0.08 0.09 0.13 0.13 0.13 0.14 0.14 .
Netherlands 0.15 . . . 0.13 . . 0.01 . . 0.01
Norway 002° 002% . 0.02 004° 004 . 0.04 017° 019 . 0.18 .
Poland . 001 001® 001" . 011* 008 010" . 010" 010 009" . . 0.00
Portugal 0.00 0.00 . . 0.01 0.01 . 0.09 0.10 . 0.01 0.03 .
Spain 0.02 0.02 . 0.02 0.03 0.03 0.03 0.08 0.11 0.10 0.00 0.00 . 0.00
Sweden 0.02 3% . . 0023 008 . 0.08 057° . 0.00 34 .
Switzerland . 0177 019 . 000" 000" 000" 057 000"
Turkey 001% 001 0.01 . 001% 000 0.01 .
United Kingdom ~ 0.05 0.05 0.05 0.05 0.03 0.04 0.04 0.03

1. 1993 instead of 1990
2.199%4 instead of 1995
3.1989 instead of 1990
4. 1993 instead of 1995
5. 1988 instead of 1990
6. 1987 instead of 1990
7.1992 instead of 1995
8.1991 instead of 1990

9. Figuresfor Germany refer to unified Germany.

10. Overestimated.
11. Underestimated.

12. Break in series from previous year for which data are available.
Source: OECD, R& D database, May 2000.
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Table 18. R& D expenditures as a per centage of GDP by main sector s of performance

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Italy
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD

Business enterprise Higher education Government
1981 1985 1990 1993 1995 1997 1998 1981 1985 1990 1993 1995 1997 1998 1981 1985 1990 1993 1995 1997 1998
0.60 0.76 0.77 0.90 0.98 0.99 1.02 0.33 0.34 0.39 043 0.40 0.38 0.39 0.30 0.33 0.29 0.28 0.25 0.22 0.21
. . . 0.02 0.06 0.07 . . . . 0.12 0.14 0.14 . . . . 0.08 0.10 0.13 .
170 208 1.97 1.85 1.88 2,01 2,04 0.35 0.37 043° 041 0.40 0.39 0.39 0.29 0.34 0.29 0.27 0.25 0.22 0.22
0.24 0.32 0.53 0.67 0.74 0.79 . 0.27 0.30 0.33 0.40 0.39 043 . 043 0.42 043 043 0.42 0.39 .
141 185 2.16 1.90 195° 210° 218° | 056° 056° 054° 0589 0400 0390 0420 026 025 0230 Q271 0271 025%° 0281
. . 1.84 195 177 . . 0.21 0.28 0.28 . . 043 0.43 0.44
0.28 031 0.26 0.32 0.28 0.29 0.30 0.41 0.44 0.42 041 0.40
0.64 0.69 0.83 0.83 . 0.37 0.44 0.46 052 . 0.10 0.11 0.11 0131 .
117 1101 1.00 1.06 . . 0.30 0421 045 0.43 . . 0.09 0101 010 0.06 . .
. . . 0.89 0.66 1 0.73 0.81 . . . 0.04 0091 011 0.12 . . . 0.29 0271 0.31 0.32
0.55 0.69 0.89 1.01 1.06 119 1.20 0.29 0.31 0.37 0.40 0.45 0.43 0.41 0.25 0.24 0.29 031 031 0.30 0.29
11 11 11 11 111
114" 130 143 148 141 135 135 032" 033 0.35 0.38 0.39 0.38 0.37 046™ 056 057 051 0.49 0.45 0.43
171 1.99 1.98 159 150 155 155 0.38 0.37 0.41 0.43 0411 041 0.40 0.33 0.35 0.35 0362 0352 0332 0332
004" 008 008" 013 0.13 0.11 . 002" 013 020 0.22 0.26 . 011" 013 0161 015 0.12 0.12 .
0.56 0.32 0.32 0.30 0.26 0.21 0.22 0.18 0.17 0.17 0.29 0.25 0.19 0.18 0.21
031 0.41 0.50 0.80 0.97 1.03 . 011 0.16 0.20 0.25 0.26 0.26 . 0.28 0.22 0.12 012 0.12 0.10 .
0.50 0.64 0.75 0.61 0.53 053 0.55 0.16 0.22 0.27 0.28 0.26 0.26 0.26 0.23 0.27 0.27 0.24 0.21 0.20 0.22
0.99 116 1141 099 1.04 111 0.43 0.48 060" 060 057 0.56 0.38 0.38 0371 036 0.36 0.35
0.62 0.93 0.96 0.93 0971 0.95 . 0.34 0.33 041 047 0441 044 . 0.21 0.21 03311 0332 03012 272 L2
. . . . 0.27 0.28 0.30 . . . . 0.18 0.21 0.20 . . . . 0.25 0.23 0.22
0.10 0.10 0.14 0.14 0121 0.14 . 0.06 0.12 0.19 0.27 0211 025 . 0.14 0.14 0.13 0.14 0.15 015 .
0.19 0.30 0.49 043 0.39 0.40 0.47 0.10 0.11 0.17 0.28 0.26 0.27 0.27 0.13 0.13 0.18 0.18 0.15 0.14 0.15
146°" 196° 192 22801 p5701 277 069°" 079° 090° 08497 076" 080 014°" 0139 011 013" 01301 (13
162 2191 2121 186 . 1.93 0.43 036" 0561 067 . 0.66 0.13 012"  012* 010 . 0.07
. . 0.07 0.10 0.09 0.16 . . . 0.22 0.30 0.26 0.28 . . . 0.03 0.04 0.03 0.05 .
151" 1451 150 142 1.30 1.20 1.20 033" 033" 034 0361 038 0.36 0.36 049™ 0411 028 0.30 0.29 0.25 0.24
1.06 121 1.28 118 112 113 115 030" 0311 035 0.39 0381 037 0.37 0.32 0.34 0.32 031 0.29 0.27 0.27
131 159 162 146 1441 151 155 0.33 0.34 0.38 0.38 0371 037 0.38 0.30 0.32 0.29 0.28 027" 025 0.25

1. 1984 instead of 1985; 1992 instead of 1993; 1994 instead of 1995; 1996 instead of 1997.
2. Adjusted by OECD up to 1995.

3. 1989 instead of 1990.
4. Figures for Germany and zone totals from 1991 onwards refer to unified Germany.

5. 1986 instead of 1985; 1989 instead of 1990.
6. 1982 instead of 1981; 1986 instead of 1985; 1992 instead of 1993
7.1986 instead of 1985; 1989 instead of 1990; 1992 instead of 1993 and 1996 instead of 1997.
8. Including Mexico and Korea from 1991 onwards; and including Czech Republic, Hungary and Poland as from 1995 onwards.

9. Overestimated.
10. Underestimated.
11. Break in series from previous year for which data are available.

12. Government data include private non-profit sector.
Source: OECD, MSTI database, May 2000.
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Table 19. Researchers® per ten thousand labour force by sector of employment

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland
Italy
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD

Business enterprise Government Higher education
1981 1985 1990 1993 1995 1997 1998 1981 1985 1990 1993 1995 1997 1998 1981 1985 1990 1993 1995 1997 1998
11.8 17.4 206 245 313 44 46 42 42 39 145 177 198 20.9 20.4
. . . 0.2 0.6 . . . 15 19 . . 22 35
2 453 5492 539 58.8 54 442 44 4.6 8.9 812 90 9.8
3 50 10.2 146 . 157 16.8 . 9.8 9.6 108 . 9.3 10.1 . 19.7 207 24.0 . 34.0 389 .
4 339 420 517 55.6 57.8 59.4 63.2 5.1 48 46 4.6 46 44 45 287 30.9 328 346 183 186 189
. . 321 327 . . 6.1 58 . . 9.3 9.2
9.2 90?91 9.0 9.4 100% 8.6 9.4 115 1817 174 256
2 9.0 10.1 105 186 . 17 16 14 2412 . 9.6 105 104 129 .
5125 16.9 171% 269 272" . . 16 17 212 2472 23% . . 16.0 16.2 2012 2312 227% . .
. . . 150 954 9.8 9.3 . . . 921 83" 8.8 84 . . . 281 521 5.4 53
8.6 123 16.6 20.2 238 26.3 . 6.5 7.6 8.7 103 12.8 126 . 9.6 10.9 14.1 159 19.7 215
7 . 129 17.8 218 265 34.4 384 . 9.0 10.4 139 139 15.0 163 . 1438 125 244 257 B2 34
148% 180 230 26.4 26.4 273% . 667 87 10.1 102 108 102% . 1387 147 16.1 19.8 213 211" e
89 272 326 37.9 3392 330 332 337 6.3 6.7 7.7 88" 95 9.4 9.7 10.0 10.3 130 16372 165 16.5 16.7
2 192 33 3.7 43 . 542 47 48 47 . 672 119 14.4 16.9 .
. . . 8.0 7.3 7.6 75 . . . 8.6 8.7 9.8 106 . . . 104 100 105 109
30 5.1 10.4 19.1 24.0 321 343 156 16.2 229 224 217 265 26.4 115 14.1 143 143 25.4 313 312
49 8.4 131 186 235 333 5.1 48 30 1.9 20 20 6.6 8.1 175 1322 133 145
8.6 10.4 130 1202 115 116 35 48 6.0 57% 5.9 58 109 118 13.1 1432 146 146
2 148" 179 16.1 159 17.9 228 802 99 10.1 10.1 106 103 1072 132 128 17.8 16.9 16.4
2 159 233 279 334 3632 411 . 7.0 75 1112 135 1382 134 . 14.7 15.4 16.9 221 282 24 .
. . . . 6.4 6.4 58 . . . . 6.5 6.8 6.8 . . . . 16.1 189 214
05 16 0.9 212 222 24 . 23 2.1 22 42" 5.7 58 . 2.9 40 76 132 1212 149 .
23 34 73 73 6.8 74 85 2.6 18 5.1 50 5.3 6.4 6.8 9.0 9.7 126 155 175 1838 212
2 2202 262 275 3602 4412 488 332 33 34 54 % 6.3 5.7 1562 203 25.9 2662 275 315
n 2552 2542 2491 . 318 282 162 167 . 14 1472 1702 185% . 218
. . 0.5 0.7 1.0 14 . . . 0.7 0.8 0.8 1.0 . . 38 45 5.2 5.7 .
285 29.0 293 2092 289 291 321 742 68 5.3 4912 47 43 5.0 932 90 9.9 11.1 16.3 16.6 17.1
2 165 19.1 218 2272 233 24212 53 5.9 6.4 6.9 7.4 732 106 112 130 L2175 17.9 2
26.9 331% 372% 35 72 373 51 511 L2 52 541 10.6 117 .2 135 1417

1. Or university graduates.

2. 1989 instead of 1990.

3. 1992 instead of 1993, 1994 instead 1995 and 1996 instead of 1997.

4. Adjusted up to 1995.
5. 1989 instead of 1990 and 1994 instead of 1993.
6. 1992 instead of 1991.
7. 1983 instead of 1985 and 1987 instead of 1990.

8. Figuresfor Germany from 1991 onwards refer to unified Germany.

9. 1989 instead of 1990 and 1992 instead of 1993.

10. 1982 instead of 1981, 1984 instead of 1985 and 1992 instead of 1993.
11. 1986 instead of 1985, 1989 instead of 1990; 1992 instead of 1993 and 1996 instead of 1997.

12. Break in series from previous year for which data are available.
Source: OECD, MSTI database, May 2000.
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Table 20. Government budget appropriations or outlaysfor R& D (GBAORD) by socio-economic

Canada
Mexico
United States

Australia
Japan (adj.)
Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Italy
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD

objective
Defence Civil*
asa % of total % of civil budget
R&.D budget asa % of civil budg
Economic anlth and Space Non-oriented . Ger.1eral

development environment university funds
1991 1999° | 1991* 1999° | 19917 1999° | 1991° 1999 [ 1991* 1999° | 1991° 1999°
5.6 6.1 399 45.7 16.3 27.8 85 12.0 14.8 11.0 20.5 18.1
0.0 0.0 32.6 28.7 14.2 155 0.0 0.0 20.4 155 32.8 40.3
59.7 52.5 22.1 13.8 435 50.7 24.5 22.6 9.9 13.0
10.3 72 28.8 271 16.3 154 . . 233 235 317 341
5.7 4.6 335 34.4 5.7 71 7.2 6.6 85 135 45.1 384
15 0.7 475 451 257 26.6 0.0 0.1 12 4.7 245 235
0.0 0.0 14.6 114 8.6 8.7 04 0.0 124 138 64.0 65.9
0.2 0.4 224 26.1 8.8 7.7 10.9 11.3 19.9 21.1 33.6 29.8
14.7 14.7 17.9 17.9 27.6 27.6 0.9 0.9 45.9 45.9 6.8 6.8
0.6 0.6 26.5 22.6 14.2 15.9 2.7 2.6 234 19.7 33.1 39.2
14 14 41.0 43.4 16.5 16.2 31 21 10.7 12.6 28.7 25.7
36.1 24.8 32.8 20.3 9.8 13.0 135 145 239 271 194 227
110 8.7 255 221 130 12.2 6.0 5.2 17.0 17.3 37.3 43.0
14 14 30.1 229 17.8 16.6 0.3 10 35 6.6 46.8 52.7
0.0 0.0 51.4 39.1 72 8.9 . . 16.6 30.9 24.9 134
0.0 0.0 485 52.5 12.7 11.0 338 0.0 5.1 124 29.9 241
7.9 2.6 23.6 15.9 19.7 14.6 7.6 85 115 11.9 34.0 49.1
35 31 343 244 10.7 11.5 3.2 3.0 12.9 11.3 34.2 45.6
6.2 54 33.6 26.9 195 20.4 29 2.6 112 8.6 329 415
0.8 0.5 39.4 28.7 17.6 20.5 0.3 0.7 9.4 9.1 28.6 35.6
16.8 30.0 331 34.6 18.2 14.3 8.4 7.8 13.0 104 24.0 31.2
273 7.4 24.4 19.2 114 125 23 3.6 20.1 9.8 41.8 54.9
4.6 19 39 37 37 16 62.1 59.1
439 36.9 28.8 124 223 341 48 39 9.1 18.6 337 30.2
21.0 14.9 30.3 23.0 14.3 153 7.2 6.8 15.7 17.0 30.8 36.2
37.3 305 28.6 225 22.3 239 12.2 115 134 14.9

1. For some countries, the categories do not add to 100 because of aresidual category.
2. Orfirst year available

3. Or latest year available
Source:  OECD, MSTI database, May 2000.

© OECD 2000



Statistical Annex

Table 21. Government support to industrial technology by type

Total as a percentage of domestic product of industry and breakdown in percentage of total

Canada

Mexico

United States

Audtralia

Japan

Finland

France

Germany

Netherlands

United Kingdom

1989 1990 1991 1992 1993 1994 1995 1996 1997
Totd 0.35 0.36 0.38 0.39 041 0.36 0.32
Financial 48.9 505 46.0 494 55.4 55.3 54.8
Procurement 249 234 30.0 28.8 26.8 26.1 284
S& T infrastructure ~ 26.2 26.0 24,0 21.8 17.8 18.6 16.8
Totd 0.03 0.04 0.04 0.04 0.04 0.04 0.04 0.04
Financial 19.3 22 20.0 16.4 54 2.3 9.3 103
Procurement 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
S&T infrastructure 80.7 77.8 80.0 83.6 94.6 97.7 90.7 89.7
Totd 0.76 0.76 0.68 0.72 0.66 0.63 0.60 0.56 0.54
Financial 15.1 15.8 19.3 20.1 195 206 216 19.2 185
Procurement 834 82.7 78.8 78.2 787 774 76.3 78.6 79.3
S&Tinfrastructure 1.5 15 19 17 18 19 21 2.2 2.2
Totd 0.29 0.29 0.33 0.38 0.38 0.39 0.36 0.31 0.31
Financial 388 36.9 39.0 414 40.9 45.2 440 28.8 289
Procurement 5.9 5.7 6.5 9.2 6.8 8.4 7.2 12.6 11.3
S& T infrastructure ~ 55.0 572 54.2 49.0 52.2 46.4 48.9 58.6 59.8
Totd 0.20 0.21 0.20 0.21 0.23 0.24 0.24 0.25 0.27
Financial 10.2 10.0 9.6 85 7.6 7.6 6.8 7.0 7.0
Procurement 39.1 404 40.1 405 413 411 419 440 46.0
S&T infrastructure  50.7 49.6 50.3 510 51.1 513 51.2 49.0 47.1
Totd 0.45 0.50 0.66 0.73 0.65 0.53 0.61 0.65 0.63
Financial 339 319 30.3 318 26.1 352 414 454 447
Procurement 21 44 44 49 9.0 95 8.2 74 6.5
S&T infrastructure  64.0 63.7 65.4 63.4 64.9 55.3 50.3 47.2 48.8
Totd 0.63 0.66 0.74 0.67 0.62 0.57 0.51
Financial 281 28.3 28.0 314 30.6 273 238
Procurement 585 58.9 60.5 55.6 54.7 572 58.7
S&Tinfrastructure 134 12.8 11.6 13.0 14.7 155 175
Totd 0.55 0.51 0.44 0.46 0.43 0.39 0.40 0.40 0.37
Financial 354 323 29.7 276 28.0 284 26.8 26.8 251
Procurement 338 36.4 35.8 34.3 325 326 338 333 3b5.1
S& T infrastructure  30.8 314 345 381 395 39.0 394 39.9 39.7
Totd 0.38 0.42 0.34 0.32 0.29 0.32 0.35 0.34 0.38
Financial 440 49.3 395 21.7 24.4 30.7 323 37.0 318
Procurement 17.0 17.8 24.5 34.3 315 26.6 25.0 21.2 24.9
S& T infrastructure ~ 39.0 329 36.0 381 4.1 427 42.7 41.7 432
Totd 0.57 0.56 0.57 0.55 0.56 0.45 0.44 0.42 0.40
Financial 95 10.7 74 6.5 46 5.3 5.2 4.0 33
Procurement 68.0 65.5 69.0 66.7 70.0 730 .7 735 76.6
S& T infrastructure ~ 22.6 238 236 26.8 254 21.7 230 225 20.1

Source: OECD.
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Table 22. Amount of tax subsidiesfor 1 USdollar of R&D, large firms

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Denmark
Finland
France
Germany
Greece
Iceland
Ireland

Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland

United Kingdom

1990 1999 Change
0.170 0.173 0.003
-0.018 0.031 0.048
0.090 0.066 -0.024
0.276 0.110 -0.166
-0.021 0.019 0.040
0.108 0.082 -0.026

-0.131

0.017 0.122 0.105
-0.012 -0.012 0.000
0.000 -0.018 -0.018
-0.015 -0.009 0.006
0.090 0.085 -0.005
-0.054 -0.049 0.005

. -0.015 .
-0.028 -0.028 0.000

0.000 0.063 0.063
-0.040 -0.027 0.013
-0.020 0.096 0.115
-0.037 -0.018 0.020
-0.021 0.150 0.171
0.248 0.313 0.065
-0.024 -0.015 0.009
-0.012 -0.011 0.001
0.000 0.000" 0.000

1. 2000.

Source: OECD.
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Table 23. Business Enterprise R& D (BERD) as a per centage of domestic product of industry

Average annua
1981 1985 1990 1991 1993 1995 1996 1997 1998 1999 &
growth rate

Canada 0.8 1.0 1.0 11 12 13 1.2 13 13 13 1991-99| 23
Mexico . . . 0.1 0.1 0.0 01 0.1 0.1 . . 1991-97| -3.7
United States 2.0 24 23 23 21 21 22 23 23 24 1991-99| 0.3
Australia 03 0.4 0.6 0.6 0.8 0.9 0.9 0.8 . 1991-97| 33
Japan 2 16 21 24 24 21 22 22 2.3 24 1991-98| 05
Korea . . . 23 24 25 22 1995-98| -1.9
New Zealand 0.4 03 0.4 0.3 0.4 1991-97| 2.8
Austria ' 0.8 0.9 11 . 11 . 1989-93| 1.2
Belgium ! 14 15 148 14 13 14 . . . 1991-95| -0.4
Czech Republic . . . 17 11 0.8° 0.7 0.9 1.0 . 1991-98| -7.8
Denmark 0.9 11 14 15 1.6 17 18 19 1.9 2.0 1991-99| 38
Finland 0.9 13 17 18 19 22 25 27 2.9 32 1991-99| 7.4
France 1.6 18 19 1.9 2.0 19 19 18 18 1991-98| -0.8
Germany 8 22 25 25 23% 21 20 19 2.0 2.0 1991-98| -1.9
Greece 4 01 0.1 0.1 0.2 0.2 0.2 0.2 02 . 1991-97| 29
Hungary . . 0.8 05 0.4 0.4 0.4 0.4 0.3 . 1991-98| -7.9
Iceland 01 0.2 0.3 04 0.7 0.8 . 12 12 12 1991-99| 137
Ireland 0.4 0.6 0.7 0.8 11 13 13 13 . . 1991-97| 86
Italy 0.6 0.8 0.9 098 0.8 0.7 0.7 0.7 0.7 0.7 1991-99| -2.2
Netherlands 13 15 14 13 12 13 14 14 1991-97| 21
Norway ! 0.8 13 13 13 13 148 . 13 . 1991-97| 1.2
Poland . . . . 0.4 0.4 0.4 0.4 1994-98| -1.8
Portugal 5 01 0.1 0.2 . 0.2 028 . 0.2 . . 1992-97| 2.1
Spain 0.2 04° 0.6 0.6 0.6 05 05 05 0.6 0.6 1991-99| 0.2
Sweden ! 2.3 30 29 31 36 408 . 44 1991-97| 5.9
Switzerland 6 19 26°8 25 . 22 . 23 . 1992-96| 1.3
Turkey . . 0.1 0.1 01 01 0.1 0.2 . 1991-97| 54
United Kingdom 21 20 21 2.0 20 18 17 1.6 16 1991-98| -2.6
European Union 14 16 17 167 16 15 15 15 15 1991-98| -0.7
Tota OECD ' 16 19 20 197 18 178 18 18 1.9 1991-98| -0.3

1. 1989 instead of 1990.
2. Adjusted up to 1995.

3. Figures for Germany from 1991 onwards refer to unified Germany.

4. 1986 instead of 1985 and 1989 instead of 1990.
5. 1982 instead of 1981; 1986 instead of 1985 and 1992 instead of 1993.

6. 1986 instead of 1985; 1989 instead of 1990; 1992 instead of 1993.
7. Including Mexico and Korea from 1991 onwards, and Czech Republic, Hungary and Poland from 1995 ownwards.

8. Break in series from previous year for which data are available.

Source: OECD, MSTI database, May 2000.
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Table 24. Business Enterprise R& D (BERD) in millions of 1995 US dollars using purchasing power parities

A
1981 1985 1990 1991 1993 1995 1996 1997 1998 1999 |AVErageannua
growth rate
Canada 2683 3768 4342 4418 5287 6596 6453 7019 7518 7773 |1991-99 7.1
Mexico : . . 992 845 201 399 353 313 . .. |1991-97| -165
United States 84797 114864 124989 128262 122104 132103 143045 155119 164638 180473 [1991-99] 4.3
Australia 751 1189 1632 1830 2389 3374 3194 2989 . . |1991-97] 82
Japan 2 18310 30510 49712 51432 48975 55289 61621° 65467 66535 . |1991-98] 37
Korea . . . . . 11314 12182 12870 10563 . |1995-98] -23
New Zealand . . 138 132 170 164 . 207 . . |1991-97| 75
Austria ! 712 843 1148 . 1341 . . . . .. |1989-93] 39
Belgium 1 1614° 1869 2029° 2118 2070 2344 . . . .. |1991-95| 25
Czech Republic . . . 2361 1187 842° 760 844 838 . |1991-98| -14.8
Denmark 462 616 849 945 1065 1264 1406 1497 1542 1628 [1991-99] 6.8
Finland 548 779 1078 1009 1087 1393 1677 1852 2087 2403 [1991-99] 108
France 11773 12373 16000 16658 16886 16906 16855 16092 16678 .. |1991-98] 00
Germany ® 16420 21838 27388 28158° 25517 26213 26169 27660 28495 . |1991-98] 0.2
Greece 4 186 204 174 155 179 166 139 141 . . |1991-97] -16
Hungary . . 1351 750 392 296 221 209 169 .. |1991-98 -213
Iceland 20 1 10 13 22 29 . 46 47 48 [1991-99| 16.2
Ireland 119 146 237 298 433 626 670 748 . .. |1991-97] 153
Italy 7519 7642 8863 7953° 6696 6154 6155 5869 6079 6315 [1991-99) -2.9
Netherlands 1697 2294 3020 2751 2813 3403 3560 3902 . . |1991-97] 58
Norway ! 524 801 778 786 894 987 ° . 1061 . . |1991-97] 50
Poland . . . . . 726 698 586 592 .. |1994-98 -10.7
Portugal s 265 153 193 . 179 162 ° . 201 . . |1992-97] 23
Spain 1309 1733 2914 2966 2480 2334 2422 2447 2947 2998 [1991-99] 0.1
Sweden 1 2744° 3536 3412 3160 3675 4526 ° . 4991 . . |1991-97| 76
Switzerland ¢ 2112 3147° 3383 . 3112 . 3427 . . . |1992-96| 24
Turkey . . 2937 3270 1297 312 248 200 . .. |1991-97| -46.6
United Kingdom 14244 14683 16409 14255 14822 14152 14181 13966 14136 .. |1991-98] -0.1
EuropeanUnion ® 59345 68529 83667 81852 79236 79643 80584 79364 82699 . |1991-99| -1.4
Tota OECD  "® 168543 222397 273767 279148° 265342 295416° 314034 329804 338555 . |1991-99| 27

1. 1989 instead of 1990.

2. Adjusted up to 1995.

3. Figures for Germany from 1991 onwards refer to unified Germany.

4. 1986 instead of 1985 and 1989 instead of 1990.

5. 1982 instead of 1981, 1986 instead of 1985 and 1992 instead of 1993.

6. 1986 instead of 1985, 1989 instead of 1990 and 1992 instead of 1993.

7. Including Mexico and Korea from 1991 onwards, and Czech Republic, Hungary and Poland from 1995 ownwards.
8. Secretariat estimates.

9. Break in series from previous year for which data are available.

Source: OECD, MSTI database, May 2000.
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Table 25. R& D expendituresin the services, 1990 US dollar s using purchasing power parities

ISIC Revision 3 Canada United States' Australia Japan
1990 1998 1990 1997 1990 1997 1990 1997
Total manufacturing 15/37 2717 4883 88934 125 902 923 1857 45 645 61 231
Total services 50/99 956 2321 20 793 30 964 468 811 1315 2 896
Wholesale and retail trade, motor veh. repair, etc. 50/52 145 549 8 150
Hotels and restaurants 55 . . 155 . . .
Transport and storage 60/63 15 9 681 9 80 89
Communications 64 109 101 2017 1235 1756
Post 641 58 .
Telecommunications 642 . . 1959 120
Financial intermediation (incl. insurance) 65/67 117 213 1499 .
Real estate, renting and business activities 70/74 570 1449 . . . . 1051
Computer and related activities 72 176 528 4 629 8 868 388 577 1051
Software consultancy 722
Other computer services nec 72-722 . . . .
Research and devel opment 73 321 730 1335 7 029
Other business activities 70+71+74 73 192
Community, social and personal service activities, etc. 75/99 . . . . . . . .
Total business enterprise 01/99 3976 7 649 109 727 157 539 1511 3063 47 523 64 576
ISIC Revision 3 Belgium? Denmark Finland France
1992 1998 1990 1998 1990 1998 1990 1997
Total manufacturing 15/37 1859 2524 568 1018 783 1 906 13 266 14 454
Total services 50/99 351 605 212 594 63 214 557 1156
Wholesale and retail trade, motor veh. repair, etc. 50/52 78 108 38 138 1
Hotels and restaurants 55 . . . .
Transport and storage 60/63 2 6 . . 5 32 461
Communications 64 3 13 22 27 118
Post 641 0 0
Telecommunications 642 3 13
Financial intermediation (incl. insurance) 65/67 64 107 . . . .
Real estate, renting and business activities 70/74 202 362 151 429 . 525 695
Computer and related activities 72 88 191 30 162 65 395
Software consultancy 722 80 157
Other computer services nec 72-722 8 34 .
Research and devel opment 73 10 11 . 60 . .
Other business activities 70+71+74 103 159 122 207 17 300
Community, social and personal service activities, etc. 75/99 2 9 . . . 8 . .
Total business enterprise 01/99 2225 3198 788 1621 921 2186 14 365 16 554

1. For 1990, Total Services (1SIC 50...99) includes Agriculture (1SIC 1+2+5), Mining (ISIC 10...

2. Services data prior to 1992 are subject to future revisions.

Source: OECD, ANBERD database, May 2000.

14), Electricity, Gas & Water (I1SIC 40+41) and Construction (ISIC 45).
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Table 25. R& D expendituresin the services, 1990 US dollar s using purchasing power parities (cont.)

1SIC Revision 3 Germany? Ireland Italy Netherlands
1990 1997 1990 1997 1991 1998 1990 1997
Total manufacturing 15/37 22 061 26 323 183 688 6 051 5778 2443 3048
Total services 50/99 1526 17 101 544 830 171 746
Wholesale and retail trade, motor veh. repair, etc. 50/52 37 0 0 30 172
Hotels and restaurants 55 . . (o] 0 (o] .
Transport and storage 60/63 66 0.2 1 0 8 86
Communications 64 3 34 27 49
Post 641 0 0 15
Telecommunications 642 . 34 27 34 .
Financial intermediation (incl. insurance) 65/67 7 6 0 54 94
Real estate, renting and business activities 70/74 1274 60 505 675 386
Computer and related activities 72 484 42 80 147 120
Software consultancy 722 449 37 76 116 86
Other computer services nec 72-722 35 . 5 5 31 35
Research and devel opment 73 408 1 11 392 390 33
Other business activities 70+71+74 382 7 33 138 . 233
Community, social and personal service activities, etc. 75/99 . 15 . 0.2 12 14 120 4
Total business enterprise 01/99 22 967 28 163 206 792 6735 6 747 2703 4025
1SC Revision 3 Norway* Sweden United Kingdom
1990 1997 1990 1997 1990 1997 1990 1998
Total manufacturing 15/37 445 564 1789 2112 2 467 4402 11188 12 476
Total services 50/99 270 451 325 321 240 593 1983 2541
Wholesale and retail trade, motor veh. repair, etc. 50/52 3 1 3 7 12
Hotels and restaurants 55 . 0 0 (o] . . .
Transport and storage 60/63 3 7 3 2 15 12 32
Communications 64 19 64 57 104 120 566 680
Post 641 4 0 0 0
Telecommunications 642 15 64 57 104
Financial intermediation (incl. insurance) 65/67 . 10 0 0 . . .
Real estate, renting and business activities 70/74 243 367 255 192 453 1367 1805
Computer and related activities 72 131 23 69 164 723 1042
Software consultancy 722 78 20 60 102
Other computer services nec 72-722 . 53 3 9 61 . .
Research and devel opment 73 189 194 99 6 265 405 524
Other business activities 70+71+74 35 42 133 118 25 239 238
Community, social and personal service activities, etc. 75/99 .. 0 8 19 . 5 32 12
Total business enterprise 01/99 684 989 2239 2585 2791 5124 13817 15501

3. Datafrom 1991 onwards refer to unified Germany.

4. The sum of manufacturing and servicesis greater than total business enterprise because of different classifications.

Source: OECD, ANBERD database, May 2000.
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Table 26. Shareof servicesin businessR& D*

Percentages

1980 1998
Canada 2 15.2 37.4
United States 2 41 20.1
Australia 23 11.1 31.8
Japan 2 45 33
Denmark 20.3 319
Finland 5.7 12.2
France 4 5.7 10.8
Germany ° 25 43
Ireland 2 9.6 13.0
Italy 11.4 17.3
Netherlands 4 6.9 18.7
Norway 2 155 324
Spain 2 12.9 16.4
Sweden ° 11.2 11.6
United Kingdom 2 55 19.1
European Union  ° 55 11.3
Total OECD 85 45 15.3
1. Sharein total of manufacturing and services industries.
2. 1997 instead of 1998.
3. 1996 instead of 1998.
4. 1995 instead of 1998.
5. 1981 instead of 1980.

Source: OECD, ANBERD database, May 2000.
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Table 27. R&D intensity by industry

Business enterprise R& D expenditure as a percentage of value added

1SIC Revision 2 Canade United States Audtralia Japan Denmark Finland France Germany
1990 1997 1990 1997 1990 1997 1990 1997 1990 1997 1990 1997 1990 1996 1991 1995
Total manufacturing 34 37 8.6 9.1 23 33 74 7.8 4.1 49 4.7 6.9 6.3 6.6 6.2 6.6
Food, beverages and tobacco 0.5 0.5 1.3 1.4 0.8 1.1 1.9 1.9 1.4 1.7 2.7 1.9 0.9 0.9 0.4 0.5
Textiles, apparel & leather 0.7 0.8 0.6 0.9 0.2 05 16 19 0.4 0.2 12 1.7 0.4 10 1.0 15
Wood and wood products 0.7 0.3 05 0.6 0.2 0.6 0.8 13 0.3 0.2 0.6 0.7 0.2 10 0.8 0.9
Paper and printing 0.8 0.7 0.9 12 0.6 11 1.0 0.9 0.2 0.2 2.0 15 0.3 0.3 0.3 0.6
Chemicals 45 4.4 9.4 91 33 39 11.6 10.7 8.9 118 9.1 8.7 7.6 8.4 8.0 6.7
Industrial chemicals 24 21 84 6.3 37 20 133 12.2 3.6 38 8.8 6.7 8.6 10.6 13.0 117
Pharmaceuticals 11.9 16.8 231 238 15.3 233 18.6 19.0 26.6 29.0 277 39.1 28.6 28.6 224 18.3
Petroleum refining 16.8 5.6 7.0 5.6 0.3 11 12.8 45 0.0 0.0 6.1 22 24 15 0.6 0.3
Rubber & plastics 0.5 0.6 34 2.8 14 15 4.8 4.9 13 25 4.8 11.3 4.1 4.8 20 23
Non-metallic mineral products 0.5 0.3 25 1.9 0.9 14 4.9 4.8 1.9 0.7 21 20 16 25 17 16
Basic metals 32 1.9 17 1.9 16 31 4.7 3.9 4.7 25 338 22 25 3.0 11 1.0
Ferrous metals 0.8 0.4 0.9 1.6 2.6 3.2 43 3.0 5.6 31 3.2 2.8 25 35 1.2 11
Non-ferrous metals 54 34 33 22 11 3.0 59 6.2 1.9 0.9 52 1.0 26 22 0.9 09
Fabricated metals and machinery 6.5 7.0 153 159 4.4 6.3 10.6 11.7 5.7 6.4 7.7 13.2 111 111 9.3 10.6
Fabricated metals 05 0.9 14 18 14 22 18 19 0.9 03 22 23 0.8 12 1.6 11
Non-€lectrical machinery 17 2.0 31 4.6 4.6 5.6 6.7 75 45 7.2 5.8 6.9 39 6.1 7.9 95
Computers, office machinery 34.8 26.3 46.7 57.6 45 a7 22.7 27.0 15.9 12.1 8.6 8.6 10.0 9.7 15.3 27.1
Electrical machinery 18 19 9.2 8.0 33 35 119 117 5.9 38 8.6 114 41 4.1 10.6 9.2
Communic. equip. and semicond. 315 328 174 20.3 221 334 133 15.7 16.9 232 26.1 439 323 321 143 115
Shipbuilding 0.0 0.0 - - 22 6.0 18 0.9 32 59 24 13 14 43 29 6.3
Motor vehicles 0.7 0.9 231 185 39 6.8 12.2 12.2 0.0 0.0 43 42 10.4 116 9.3 11.2
Aerospace 214 19.9 40.0 373 25 0.8 304 27.0 - - 22 05 453 32.2 46.5 86.4
Other transportation 0.5 0.4 132 9.9 4.0 9.4 438 55 176 8.6 8.4 25.2 4.9 75 10.2 213
Scientific instruments 3.6 3.6 135 24.7 11.0 9.3 15.3 21.9 17.8 16.6 19.2 11.0 4.0 4.0 45 18.9
Other manufacturing 2.8 4.3 3.0 2.2 5.0 22.7 1.2 1.6 134 16.6 2.8 6.7 0.9 1.2 11 2.5
High-technology industries 243 251 30.1 29.6 117 151 16.4 18.9 220 26.2 20.4 36.1 30.2 27.8 18.8 19.5
M edium-high-technology industries 16 16 10.0 10.7 4.2 5.0 10.8 111 5.8 6.6 7.6 81 6.8 81 9.6 11.2
M edium-low-technology industries 2.0 14 28 24 14 238 36 33 29 29 31 28 2.0 22 14 12
Low-technology Industries 0.7 0.6 0.9 11 0.6 1.0 14 15 0.8 0.9 19 15 0.6 0.8 05 0.7

Source: OECD, STAN and ANBERD databases, May 2000.
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Business enterprise R& D expenditure as a percentage of val ue added

Table 27. R&D intensity by industry (cont.)

1SIC Revision 2 Italy Netherlands Norway Spain Sweden United Kingdom EU-9 OECD-14
1990 1997 1990 1996 1990 1997 1990 1997 1990 1995 1990 1997 1990 1995 1990 1995
Total manufacturing 3.0 2.7 5.4 5.0 4.8 39 17 16 8.6 11.3 6.1 5.4 52 53 6.8 6.7
Food, beverages and tobacco 0.3 0.3 1.9 21 1.0 0.9 0.3 04 1.6 18 13 0.9 0.8 0.8 11 11
Textiles, apparel & leather 0.0 0.1 0.7 10 0.9 22 0.1 0.4 1.2 17 0.3 04 0.3 05 0.6 0.8
Wood and wood products 0.0 0.1 0.1 11 0.6 0.8 0.2 04 0.2 0.7 0.2 0.1 0.3 0.6 0.5 0.6
Paper and printing 0.0 01 0.2 0.4 0.7 0.9 0.3 0.3 21 18 0.3 0.2 0.4 05 0.7 0.9
Chemicals 5.8 4.6 8.3 6.2 9.0 7.2 19 16 134 18.7 11.8 12.7 7.8 7.0 8.9 8.4
Industrial chemicals 4.1 33 113 7.4 7.9 4.8 15 0.9 6.9 5.2 7.8 6.3 85 74 9.1 7.7
Pharmaceuticals 23.0 18.8 28.7 20.6 36.7 18.6 52 51 55.3 49.8 345 32.3 25.0 231 22.6 224
Petroleum refining 37 33 1.8 15 35 118 15 1.0 0.6 3.0 16.5 204 3.0 20 5.2 36
Rubber & plastics 15 1.0 14 18 15 34 0.8 0.8 29 59 0.9 0.9 2.0 1.9 3.0 2.8
Non-metallic mineral products 0.2 0.2 0.4 0.7 21 21 0.4 0.5 1.6 2.6 13 1.0 1.0 11 22 19
Basic metals 16 0.7 2.4 3.0 6.2 5.6 0.6 0.8 37 2.7 17 1.0 16 14 2.6 2.3
Ferrous metals 11 0.7 2.9 2.3 39 1.0 05 1.0 39 29 14 1.0 14 15 2.3 19
Non-ferrous metals 35 0.3 11 4.6 7.2 7.8 0.9 04 33 2.0 25 11 19 13 34 3.0
Fabricated metals and machinery 59 5.6 85 8.8 8.7 6.7 41 34 14.0 19.1 9.1 7.4 8.8 9.2 115 115
Fabricated metals 05 0.9 1.0 09 23 0.9 0.8 0.8 0.9 15 0.8 11 12 11 13 12
Non-electrical machinery 24 1.7 22 25 4.8 4.0 18 3.0 8.9 111 45 39 49 5.9 4.7 5.6
Computers, office machinery 19.9 12.2 47.2 53.2 322 230 40.0 9.0 38.9 52.1 19.1 48 16.1 151 30.6 25.3
Electrical machinery 4.4 31 - - 7.9 53 29 31 10.2 10.7 10.5 7.1 75 7.3 9.8 8.9
Communic. equip. and semicond. 16.7 24.8 85 8.3 45.6 35.6 124 14.2 68.5 59.7 16.2 13.7 19.4 18.6 16.5 17.2
Shipbuilding 4.6 8.8 0.5 0.8 35 3.7 13 8.2 3.6 32 3.0 1.2 25 47 14 2.2
Motor vehicles 10.7 12.7 10.9 174 59 9.4 2.7 16 174 231 8.9 10.8 9.2 10.6 12.7 12.7
Aerospace 29.3 244 10.7 15.0 1.6 4.3 25.6 24.2 28.8 57.0 19.4 18.0 337 353 37.2 394
Other transportation 35 31 0.0 0.0 17 0.3 15 27 7.3 10.7 39 49 3.7 71 7.2 7.0
Scientific instruments 22 22 4.0 45 44.0 114 111 11.3 27 316 4.3 32 4.5 10.8 114 195
Other manufacturing 0.3 0.4 0.0 11 1.2 1.9 0.6 1.0 3.1 11 1.7 1.5 13 1.7 19 1.9
High-technology industries 21.0 211 125 13.0 32.2 25.6 11.8 9.2 54.8 55.2 217 199 22.6 21.9 24.1 22.7
Medium-high-technology industries 4.8 39 12.0 10.1 7.1 5.0 23 18 104 154 7.2 6.4 7.2 8.0 8.9 9.4
Medium-low-technology industries 0.9 0.9 13 14 3.7 35 0.7 0.9 1.9 24 26 2.2 16 15 2.4 21
Low-technology Industries 0.1 0.2 11 14 0.8 0.9 0.2 04 15 16 0.7 0.5 05 0.6 0.8 0.9

Source: OECD, STAN and ANBERD databases, May 2000.
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Table28. R& D sharesby industry

Shares of the different sectors in business R& D

ISC Revision 2 Canada United States Australia Japan Denmark Finland France Germany
1990 1997 1990 1997 1990 1997 1990 1997 1990 1998 1990 1998 1990 1996 1991 1995
Total manufacturing 67.4 60.9 81.1 79.9 61.1 60.6 96.0 94.8 72.1 67.9 85.0 87.2 92.3 87.7 95.4 94.6
Food, beverages and tobacco 14 11 13 12 3.7 37 25 25 5.0 4.2 5.7 21 18 18 0.7 0.8
Textiles, apparel & leather 0.8 0.6 0.3 0.3 0.4 0.5 10 0.8 0.4 0.1 0.8 0.6 0.4 0.6 05 0.6
Wood and wood products 0.8 0.4 0.2 0.2 0.3 0.6 0.3 0.3 0.3 0.2 10 0.7 0.1 04 04 0.5
Paper and printing 23 15 10 12 17 23 09 0.8 0.4 0.3 7.7 37 0.3 0.3 0.2 04
Chemicals 119 9.8 15.3 141 131 9.6 18.8 18.1 21.2 24.2 18.3 104 211 224 21.4 19.6
Industrial chemicals 3.2 21 6.4 4.6 6.1 21 9.7 9.1 3.2 3.0 9.3 4.3 9.3 10.0 14.1 13.3
Pharmaceuticals 4.9 6.3 5.7 7.6 5.2 6.0 5.6 6.0 17.2 20.0 4.7 34 74 8.6 5.6 4.6
Petroleum refining 35 0.9 21 11 0.2 0.4 1.0 0.6 0.0 0.0 28 0.6 21 13 0.4 0.2
Rubber & plastics 0.4 0.4 11 0.9 16 12 25 24 0.8 11 16 21 24 25 13 15
Non-metallic mineral products 0.3 0.1 0.6 04 13 12 23 20 15 0.5 18 0.8 1.0 1.2 1.0 1.0
Basic metals 35 1.8 0.7 0.6 51 5.6 4.8 3.6 11 04 3.0 12 1.9 1.7 12 10
Ferrous metals 0.4 0.2 0.2 0.3 31 23 33 2.0 0.9 0.4 18 10 12 12 0.9 0.7
Non-ferrous metals 31 16 05 0.3 2.0 33 15 16 0.1 0.0 12 0.2 0.7 05 0.3 0.3
Fabr. metals and machinery 457 45.0 61.2 61.4 345 34.3 64.7 65.8 36.3 33.1 46.3 67.3 65.7 58.9 69.9 70.4
Fabricated metals 0.7 0.9 0.9 12 3.0 31 14 1.3 14 0.5 2.6 19 0.9 1.2 2.2 14
Non-electrical machinery 18 1.9 25 37 49 4.3 8.6 8.8 11.2 15.3 11.8 10.4 41 4.6 105 11.3
Computers, office machinery 57 4.1 10.7 11.6 20 1.9 9.7 9.9 2.0 0.9 2.3 0.7 3.6 2.6 4.8 39
Electrical machinery 11 0.9 31 2.9 25 18 10.7 10.7 34 18 5.6 5.2 3.2 33 10.2 7.2
Communic. equip. and semicond. 22.0 238 9.1 13.0 9.8 9.8 15.7 16.6 7.1 6.3 15.6 43.6 22.0 20.2 144 10.0
Shipbuilding 0.0 0.0 - - 0.9 15 01 0.1 18 21 10 0.3 01 0.1 0.1 0.3
Motor vehicles 13 18 9.3 9.6 74 9.0 138 13.2 0.0 0.0 15 05 114 11.9 174 21.2
Aerospace 116 10.3 18.8 10.3 0.7 0.2 0.9 10 0.0 0.0 0.2 0.0 19.0 13.7 8.1 8.1
Other transportation 0.1 0.1 0.4 0.3 04 10 0.2 0.3 0.9 0.3 12 12 0.3 0.5 04 1.0
Scientific instruments 13 1.2 6.4 8.8 2.7 17 3.6 4.0 8.3 6.0 45 35 0.9 0.9 17 6.0
Other manufacturing 0.5 0.6 0.6 0.3 11 2.8 0.7 0.9 6.0 4.9 0.4 0.5 0.2 0.3 0.1 0.2
High-technology industries 44.2 44.6 44.3 425 17.8 17.8 31.8 336 26.3 27.2 22.7 47.7 52.0 45.0 329 26.7
Medium-high-technology industries 8.8 8.0 28.2 29.9 24.1 20.0 46.7 46.0 27.1 26.4 338 25.0 29.3 311 54.3 60.0
Medium-low-technology industries 8.9 4.7 5.8 45 13.2 15.7 12.9 10.9 12.6 9.5 13.2 74 85 84 6.3 5.7
Low-technology Industries 54 3.6 2.7 3.0 6.1 7.1 4.7 44 6.1 4.8 15.2 71 25 3.2 18 2.3

Source: OECD, STAN and ANBERD databases, May 2000
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Table 28. R& D sharesby industry (cont.)

Shares of the different sectorsin business R&D

1SC Revision 2 Ireland Italy Netherlands Norway Spain Sweden United Kingdom EU-9 OECD-14
1990 1997 1990 1998 1990 1996 1990 1997 1990 1997 1990 1995 1990 1997 1990 1995 1990 1995
Total manufacturing 88.7 86.8 89.6 82.7 90.4 79.2 65.1 57.0 79.9 81.7 88.4 875 81.0 80.4 90.0 87.4 86.3 84.1
Food, beverages and tobacco 9.0 114 0.8 11 5.2 6.0 238 3.0 2.6 31 17 12 2.4 19 17 18 17 17
Textiles, apparel & leather 13 16 0.2 0.4 0.4 0.4 0.2 0.5 05 14 0.3 0.2 0.2 0.3 0.3 05 0.5 05
Wood and wood products 0.3 0.7 0.1 0.1 0.0 0.4 05 0.7 0.3 05 0.1 0.3 0.1 0.1 0.2 0.4 0.2 0.3
Paper and printing 1.0 10 0.0 0.3 0.4 0.6 15 18 0.8 0.9 33 2.8 05 0.4 05 0.6 0.9 11
Chemicals 23.2 19.3 22.3 185 35.4 26.4 15.7 11.8 184 21.0 16.3 17.6 28.2 33.9 23.4 22.4 18.3 18.2
Industrial chemicals 9.7 3.2 6.4 5.2 24.7 14.1 7.8 45 6.7 49 33 2.0 8.7 7.1 111 9.6 8.4 75
Pharmaceuticals 116 14.4 12.6 10.6 7.6 9.2 6.6 4.6 8.0 11.2 12.1 14.3 145 225 9.0 10.0 6.6 8.1
Petroleum refining 0.0 0.0 12 11 23 19 0.9 16 17 1.6 0.2 0.3 45 3.7 18 14 18 12
Rubber & plastics 19 17 21 17 0.8 12 05 10 2.0 32 0.7 10 0.6 0.6 15 15 15 14
Non-metallic mineral products 14 14 05 0.3 0.3 04 1.0 0.8 15 18 0.5 05 0.6 0.5 0.8 0.9 10 0.9
Basic metals 0.3 0.3 2.0 1.0 14 17 7.0 51 13 1.8 18 12 1.0 0.6 14 12 18 15
Ferrous metals 0.2 0.2 12 0.9 12 09 13 0.3 0.8 1.6 13 1.0 0.6 0.4 09 0.9 11 09
Non-ferrous metals 0.1 0.1 0.8 0.1 0.2 0.8 57 4.8 05 0.3 05 0.2 0.4 0.2 05 0.3 0.7 0.7
Fabr. metals and machinery 52.0 50.7 63.6 61.1 47.2 431 36.3 331 54.1 50.4 64.1 63.6 47.7 24 61.4 59.2 614 59.5
Fabricated metals 22 11 16 2.7 14 1.0 1.9 0.8 22 22 10 11 0.6 0.9 17 14 11 11
Non-electrical machinery 32 33 6.1 49 2.6 2.8 6.9 7.6 46 71 12.0 10.8 5.8 5.8 7.2 8.0 52 6.0
Computers, office machinery 12.6 51 58 31 4.0 4.2 3.9 11 74 24 2.3 14 57 11 43 3.0 85 6.0
Electrical machinery 49 47 57 46 - - 33 25 52 54 34 16 6.0 4.4 6.2 5.6 6.0 51
Communic. equip. and semicond. 221 30.4 145 16.8 14.5 12.0 13.6 14.2 134 11.5 24.8 19.9 9.5 9.6 16.7 14.0 125 13.7
Shipbuilding 0.0 0.1 05 11 0.1 0.2 22 25 0.7 1.6 0.3 0.1 0.4 0.2 0.3 0.4 0.1 0.2
Motor vehicles 0.9 0.8 16.5 15.6 4.0 53 0.8 1.9 10.2 8.8 14.7 16.4 6.9 10.1 124 14.4 10.9 12.1
Aerospace 0.0 0.2 10.5 9.7 18 18 0.3 0.4 8.0 85 4.6 5.1 11.8 9.3 10.9 8.7 124 9.0
Other transportation 0.1 0.0 0.8 1.0 0.0 0.0 0.1 0.0 05 12 0.4 0.3 0.2 0.3 0.3 0.6 0.4 04
Scientific instruments 5.8 5.0 15 1.6 1.0 11 34 2.2 20 17 0.7 6.9 0.8 0.8 14 33 4.2 6.1
Other manufacturing 0.3 0.4 0.1 0.1 0.0 0.1 0.1 0.2 0.4 0.7 0.2 0.1 0.3 0.3 0.3 0.3 0.5 0.5
High-technology industries 46.4 50.1 435 40.2 27.9 27.2 24.3 20.3 36.8 337 438 40.6 415 425 41.0 35.7 40.1 36.8
Medium-high-technology industries 247 17.1 37.0 328 50.1 38.0 224 18.7 29.2 29.1 34.4 38.0 284 285 385 414 35.1 371
Medium-low-technology industries 6.1 49 8.0 8.0 6.3 6.5 135 12.1 9.9 13.0 4.8 4.3 7.9 6.7 7.8 7.0 7.8 6.7
Low-technology Industries 115 14.7 11 17 6.1 74 5.0 59 4.1 5.9 54 45 32 2.7 28 33 32 35

Source: OECD, STAN and ANBERD databases, May 2000.
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Table 29. R& D expenditure of foreign affiliates and national firms

Total R& D expenditures as a per centage of DPI* Share of foreign affiliates
Foreign affiliates National firms in manufacturing R& D

1985 1997 1985 1997 1985 1997
Canada 035 ? 040 ° 063 ? og7 ° 440 2 409 °
United States 0.15 026 2.21 193 ¥ 5.8 118 ¥
Austradia . 028 ° . 064 ° . 336 °
Japan 002 3 002 Y 233 3 222 W 0.8 3 0.9 1o
Czech Republic * . 018 ° . o61 ° . 308 °
Finland . 0.35 . 2.31 13 B 10.7
France 028 * 032 1 167 ¢ 159 ¥ 136 ¢ 161 ¥
Germany 027 ° 025 ° 181  ° 171 ° 140 ° 136 °
Greece 001 ? oor 012 2 o200 M 9.1 2 9.8 n
Hungary 002 ¢ 0.24 045 °© 0.13 . 77.1
Ireland 036 073 U 026 034 U 503 585 U
Italy ! . 015 . 068 1 . 202 -
Netherlands . 072 Y . 065 Y . 206 ¥
Poland . . . . . .
Spain 024 B 014 ° 037 B 037 ° 464 °® R7 B
Sweden 046 B os1 1 258 *® 319 ° 156 3 201 B
Turkey ! 000 °© 003 9 o014 ° 010 " 31 8 26
United Kingdom 062 * 0.70 124 ¢4 0.93 31 ¢ 396

1. Total manufacturing instead of total industry for R&D expenditures as a % of DPI.
. 1988 instead of 1985.

. 1991 instead of 1985.

. 1994 instead of 1985.

. 1993 instead of 1985.

. 1992 instead of 1985.

. 1986 instead of 1985.

. 1990 instead of 1985.

. 1995 instead of 1997.

10. 1996 instead of 1997.

11. 1993 instead of 1997.

12. 1992 instead of 1997.

13. 1995 instead of 1985.

Source: OECD, Activity of Foreign Affiliates database, July 2000.
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Table 30. Cross-border ownership of inventions

Percentages
Foreign ownership of | Domestic ownership of
domestic inventions' foreign inventions’
1993-95 1993-95
Canada 235 16.9
Mexico 48.0 10.4
United States 5.0 8.8
Australia 14.3 4.9
Japan 3.0 18
Korea 4.1 3.3
New Zealand 12.6 7.3
Austria 20.9 8.2
Belgium 33.6 12.7
Czech Republic 35.9 18
Denmark 114 9.4
Finland 6.1 8.6
France 8.9 5.8
Germany 6.9 4.6
Greece 9.2 34
Hungary 29.4 44
Iceland 83.0 16.7
Ireland 289 40.1
Italy 113 24
Luxembourg 41.6 75.0
Netherlands 13.2 31.6
Norway 13.2 145
Poland 39.4 112
Portugal 15.8 17.6
Spain 16.6 4.1
Sweden 10.0 104
Switzerland 12.2 28.3
Turkey 70.3 222
United Kingdom 23.0 11.3
European Union 6.5 35
Total OECD 82 8.1

1. Share of patent applications to the European Patent Office owned by foreign

residentsin total patentsinvented domestically.

2. Share of patent applications to the European Patent Office invented abroad in

total patents owned by country residents.
Source: OECD, based on data from the European Patent Office.
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Table 31. International co-operation in science and technology

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Italy

L uxembourg
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

World

Percentage of scientific publicationswith a

foreign co-author

Percentage of patents

with foreign co-

inventors
1986-88 1995-97 1993-95

19.7 31.2 24.2
30.3 42.8 60.8
9.8 18.0 7.7
16.4 27.6 16.1
8.1 15.2 2.7
29.3 27.6 8.6
20.4 32.9 19.3
27.1 43.6 18.2
31.2 46.6 26.0
. 46.4 39.2
25.9 44.3 19.2
20.9 36.1 8.9
22.2 35.6 8.9
20.7 33.7 7.4
27.6 38.3 25.0
32.1 50.9 32.3
. . 39.6
28.9 419 28.7
24.0 35.3 6.7
. . 47.6
21.3 36.0 15.2
24.1 40.5 145
23.7 46.1 54.7
37.6 50.8 27.8
18.8 32.2 155
24.0 394 11.4
34.5 48.1 22.8
25.1 22.6 82.7
16.7 29.3 14.7
7.8 14.8 8.8

Sources. OECD, bhased on data from National Science Foundation and Science Citation

Index for scientific publications; OECD, based on data from the European Patent Office for

patents.
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Table 32. GDP per capita and GDP per person employed

United States=100
Effect of %
GDP per head| Total effect of active Effect of % GDP per hour GDP per
. . labour force to Effect of Effect of person
of population | labour force |population (15 active unemployment  working hours worked employed
(as% of US) participation 64 years) to . (asa% of US)
) population (as% of US)
total population
(@) @) (©) 4 ®) (6) @) ®
[3A)+(D+(5)+(6)] [(D+(2]
1985 1998 | 1985 1998 | 1985 1998 1985 1998 1985 1998 1985 1998 | 1985 1998 | 1985 1998
Canada 84 74 -1 -6 2 2 0 -3 -2 -3 -2 -3 85 80 83 77
Mexico 41 32 -20 -2 -9 -3 -15 -6 4 1 - 6 - 34 61 40
United States 100 100 0 0 0 0 0 0 0 0 0 0 100 100 | 100 100
Australia 73 72 -6 -6 0 1 -4 -3 0 -2 -1 -1 78 78 7 77
Japan 71 72 13 4 2 3 -2 0 5 1 9 0 58 68 67 69
Korea 26 42 4 7 0 3 -7 -7 2 1 10 9 22 36 32 45
New Zealand 66 53 -8 -8 -1 0 -9 -4 3 -2 -1 -2 75 61 73 59
Austria 72 71 -4 -21 1 2 -9 -7 4 0 - -16 - 92 76 76
Belgium 75 74 -25 -35 1 0 -15 -15 -6 -7 -5 -12 100 109 95 97
Czech Republic - 52 0 2 - 2 - -3 - -1 - 5 - 50 - 54
Denmark 80 78 -6 -11 0 1 7 3 0 0 -13 15 86 89 73 74
Finland 69 66 2 -16 2 1 3 -3 2 -7 -4 -7 66 82 62 75
France 74 69 -22 -33 -1 -1 -10  -12 -3 -8 -8 -13 9% 102 88 89
Germany - 68 0 -21 - 2 - -7 - -4 - -12 - 90 - 7
West Germany 79 76 -11 -30 4 2 -7 -11 -1 -6 -7 -16 90 106 84 90
Greece 46 42 -8 -12 -1 1 -11 -13 1 -3 4 3 54 54 57 57
Hungary - 40 0 -16 - 1 - -14 - -2 - -1 - 56 - 55
Iceland 79 2 8 2 -3 -1 5 5 6 1 - -3 - 70 71 67
Ireland 48 71 -18 -14 -5 1 -10 -12 -6 -2 3 -2 66 86 69 84
Italy 68 66 -24 -35 3 3 -16  -18 -3 -9 -8 -10 92 100 84 920
Luxembourg 87 117 -8 0 4 1 -13 8 7 3 -6 -12 9 117 90 105
Netherlands 71 73 -30 -26 2 3 -18 -5 -4 1 -10 -25 101 98 91 73
Norway 83 86 -14 -23 -3 -2 4 4 4 1 -19 -26 96 109 78 83
Poland - 34 0 -8 - 1 - -6 - -3 - - - - - 42
Portugal 38 45 -4 -5 -1 1 -3 -1 -1 -2 0 -3 42 50 43 47
Spain 49 54 -29 -25 -1 2 -6 -14 -13 -12 1 -1 79 79 80 78
Sweden 76 66 -7 -19 -2 -3 7 -2 4 -1 -7 -13 82 84 66 71
Switzerland 99 81 12 -4 3 1 2 4 8 2 - -12 - 85 86 74
Turkey 19 21 -7 -10 -3 -1 -4 -9 0 -1 - - - - 26 31
United Kingdom 66 67 -13 -15 -1 -1 0 -2 -3 -1 -9 -11 79 82 69 71
North America 86 81 -7 -2 -3 -2 -4 -3 1 0 0 3 93 83 92 86
European Union 68 66 -18 -23 1 1 -9 -9 -3 -5 -7 -10 85 89 79 78
G7 83 82 -2 -8 1 1 -4 -4 0 -2 0 -4 86 90 86 86
Euro Area 68 66 -20 -26 1 2 -12 11 -4 -6 -6 -11 88 92 82 81

Sources: Scarpetta, et a. (2000).
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Table 33. Annual average number of scientific publications

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Ireland

Italy
Netherlands
Norway

Poland

Portugal

Spain

Sweden
Switzerland
Turkey

United Kingdom

European Union
Total OECD

Average annual Sharein total Per 100 000
1986-88 1995-97 growth rate OECD. 1995/97 population,
1986/88- 1995/97 ' 1995/97
20943 20989 0.0 4.8 70.1
894 1758 7.8 04 19
175563 173233 -0.1 39.5 65.3
9929 11830 20 2.7 64.6
32422 43 655 34 9.9 34.7
653 3960 222 0.9 8.7
1977 2260 15 0.5 60.9
2289 3269 4.0 0.7 40.6
3610 4711 3.0 11 46.4
. 1976 . 0.5 19.2
3510 3963 14 0.9 75.4
23808 3786 34 0.9 73.9
20769 21641 0.5 49 37.1
29 365 35294 21 8.0 431
1223 2014 5.7 0.5 19.2
1804 1668 -0.9 0.4 16.4
764 1096 41 0.2 30.2
10502 16 256 5.0 37 28.3
8321 10914 31 25 70.3
2218 2531 15 0.6 57.8
3929 4127 0.5 0.9 10.7
392 968 10.6 0.2 9.7
5089 10557 8.4 24 26.9
7523 8227 1.0 1.9 93.1
5357 6734 2.6 15 94.9
441 1879 175 0.4 3.0
36 998 39670 0.8 9.0 67.5
133163 162 366 22 37.0 436
389 293 438 966 13 100.0 404

Source: OECD, based on data from the National Science Foundation (Science and Engineering I ndicators 2000,

2000) and Science Citation Index.
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Table 34. EPO" patent applications by priority year and by inventor

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Italy
Luxembourg
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD
World

Average annual Sharein total EPO

1990 1991 1992 1993 1994 19952 19962 | Yrowthrate applications
1990-96 1990 1996
550 541 589 633 670 752 890 8.4 09 12
14 14 9 14 13 20 22 7.8 00 00
17208 17083 17296 17490 18161 19095 20748 31 284 280
361 395 369 408 432 453 451 38 06 06
12914 11631 10577 10607 10128 11520 13026 01 212 176
118 166 194 287 347 447 484 265 0.2 0.7
23 42 60 56 64 52 56 16.0 00 01
652 654 610 659 670 656 767 27 11 10
512 595 657 779 747 79% 878 9.4 08 12
0 1 16 20 23 21 36 . 0.0 00
35 356 388 418 A4l 455 504 7.6 05 0.7
429 416 52 568 677 681 781 105 0.7 11
4916 4960 4652 4735 4941 5094 5540 20 8.1 75
11490 11318 11482 11700 12375 12885 15220 48 189 205
27 25 36 16 30 25 38 59 0.0 01
70 55 50 49 43 44 50 55 01 01
9 8 6 6 10 9 1 34 0.0 00
68 65 76 66 82 95 106 7.7 01 01
2246 2299 2176 2252 2311 2455 2848 40 37 38
41 32 27 34 23 33 56 53 01 01
1519 1430 1453 1456 1470 1692 2045 51 25 28
128 173 194 173 178 208 254 121 0.2 03
20 19 13 18 19 12 17 27 00 00
8 10 1 18 14 13 16 122 00 00
256 316 205 362 377 371 434 9.2 0.4 06
933 919 1057 1099 1308 1384 1656 100 15 22
1684 1600 1728 1651 1689 1658 1856 16 28 25
4 4 0 4 4 3 7 98 00 00
3546 3416 3398 3407 3490 3634 4034 22 58 54
26967 26814 26840 27569 28955 30270 34922 44 442 47.2
60160 58546 57943 58985 60737 64573 72828 3.2 98.7 983
60946 50404 58973 50981 61766 65662 74064 33 100 100

1. European Patent Office.
2. Thelatest figures include estimates of EPO applications originating from Patent Co-operation Treaty options.

Source: OECD.

© OECD 2000

255



OECD Science, Technology and Industry Outlook 2000

256

Table 35. USPTO! patents granted by country of origin2

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Czech Republic
Denmark
Finland
France
Germany
Greece
Hungary
Iceland
Ireland

Italy
Luxembourg
Netherlands
Norway
Poland
Portugal
Spain
Sweden
Switzerland
Turkey
United Kingdom

European Union
Total OECD
World

Average annual Sharein total USPTO

1090 1995 1996 1997 1998 1999 | 9rowthrate patents granted
1990-99 1990 1999
1850 2104 2233 2379 2974 322 6.3 21 21
32 40 39 45 57 76 10.1 0.0 0.0
47300 55739 61104 61707 80292 83909 6.6 524 547
432 459 an 478 720 707 56 05 05
19525 21764 23053 23179 30841 31105 53 216 203
225 1161 1493 1891 3259 3562 35.9 0.2 23
51 44 52 85 114 114 03 01 01
393 337 362 376 387 479 22 0.4 03
313 397 488 515 693 648 8.4 03 0.4
0 1 5 14 13 24 . 0.0 0.0
158 199 241 333 392 487 133 0.2 03
304 358 444 452 595 649 8.8 03 04
2866 2821 2788 2958 3674 3820 32 3.2 25
7614 6600 6818 7008 9095 9338 23 8.4 6.1
8 7 18 12 16 23 125 0.0 0.0
93 50 43 25 50 39 .92 01 0.0
3 4 4 3 7 1 155 0.0 00
54 50 78 73 74 o4 6.4 01 01
1250 1078 1200 1239 1583 1492 19 14 1.0
17 24 18 22 20 22 29 0.0 0.0
960 799 797 808 1226 1247 29 11 08
112 130 139 142 198 224 8.0 01 01
17 8 15 11 15 19 1.2 0.0 0.0
7 3 3 8 11 5 37 0.0 0.0
130 148 157 177 248 222 6.1 01 01
768 806 854 867 1225 1401 6.9 08 0.9
1284 1056 1112 1000 1278 1280 0.0 14 0.8
2 2 3 5 2 4 8.0 0.0 0.0
2789 2478 2453 2678 3464 3572 28 31 23
17640 16105 16719 17526 22703 23499 3.2 195 153
88665 98667 106485 108580 142523 147799 58 98.1 9.3
90364 101419 109646 111983 147520 153492 6.1 100 100

1. US Patent and Trademark Office.
2. Utility patents (i.e. patents for invention) only. The origin of a patent is determined by the residence of the first-named inventor at

the time of grant.

Source:  OECD based on the US Patent and Trademark Office, 2000.
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Table 36. Innovation in information and communication technology (ICT) and in biotechnology

Canada
Mexico
United States

Australia
Japan

Korea

New Zealand

Austria
Belgium
Denmark
Finland
France
Germany
Ireland

Italy
Netherlands
Norway
Spain
Sweden
Switzerland
United Kingdom

European Union
Total OECD

ICT patents granted by USPTO Biotechnology patents granted by USPTO
Share of ICT patentsin total Average annual Share of bi qtechnol ogy patents A\r/srwatieglg L;?I
growth rate of ICT in total gi otechnology
1992 1999 patents 1992-99 1992 1999 patents 1992-99

58 14.6 20.2 9.8 16.0 151
2.6 3.6 15.7 - - -

8.8 175 16.6 10.9 13.0 9.8
4.8 6.3 11.9 11.3 21.0 18.3
14.1 185 8.9 7.1 5.7 20
28.8 23.0 23.8 3.8 4.2 32.8
33 9.7 29.1 - - -

2.7 6.4 16.6 11.4 14.3 7.7
4.2 7.1 17.6 14.6 214 16.6
6.4 6.3 13.0 29.0 375 184
6.0 304 318 12.8 13.0 9.3
8.7 12.0 8.0 132 20.3 10.1
4.2 6.3 9.3 11.0 119 4.9
14.4 16.5 11.7 135 13.6 104
4.0 6.4 9.2 12.8 14.3 4.3
10.3 14.4 10.3 114 134 8.1
45 4.2 9.2 122 14.0 131
4.8 4.0 6.2 204 19.0 8.0
74 16.9 23.2 10.7 141 16.5
34 55 8.1 115 15.0 5.0
9.1 15.6 13.6 152 20.7 10.7
6.2 104 125 12.8 16.5 9.2
9.5 16.4 14.1 10.3 119 8.7

1. United States Patents and Trademarks Office.
Source: OECD, based on data from the USPTO.
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Table 37. Technology balance of payments

In millions of USdollars As a per centage of GDP Receipts/ payments
Receipts Payments Balance Receipts Payments Balance ratio (%)
1985 1998 1985 1998 1985 1998 1985 1998 1985 1998 1985 1998 1985 1998
Canada o 426 1578 587 1174 -161 404 0.11 0.23 0.16 0.17 -0.04 0.06 73 134
Mexico 2 126 251 671 821 -545 -571 0.03 0.03 0.13 0.11 -0.11 -0.08 19 31
United States 6678 36 808 1170 11 292 5508 25516 0.16 0.44 0.03 0.14 0.14 0.31 571 326
Australia 13 83 225 228 362 -146 -138 0.04 0.05 0.10 0.09 -0.07 -0.03 36 62
Japan 1074 5 586 1345 2622 -270 2964 0.07 0.18 0.09 0.09 -0.02 0.10 80 213
Korea - - - - - - - - - - - - - -
New Zealand 45 28 5 25 10 2 -4 0.06 0.01 0.06 0.01 0.01 -0.01 110 57
Austria 42 89 159 725 -117 -636 0.04 0.05 0.17 0.38 -0.13 -0.33 26 12
Belgium 990 4 509 1149 3854 -158 655 0.82 1.87 0.95 1.60 -0.13 0.27 86 117
Czech Republic - - - - - - - - - - - - - -
Denmark 213 - 187 - 26 - 0.32 - 0.28 - 0.04 - 114 -
Finland 5 94 114 360 -109 -266 0.01 0.08 0.20 0.32 -0.19 -0.24 4 26
France s 1209 1881 1439 2597 -230 -716 0.17 0.15 0.20 0.21 -0.03 -0.06 84 72
Germany 1546 11 250 2178 13 292 -632 -2041 0.19 0.60 0.27 0.70 -0.08 -0.11 71 85
Greece - - 14 17 - - - - 0.02 0.02 - - - -
Hungary - - - - - - - - - - - - - -
Iceland - - - - - - - - - - - - - -
Ireland - - - - - - - - - - - - - -
Italy s 226 1691 857 2138 -630 -447 0.03 0.14 0.13 0.18 -0.09 -0.04 26 79
Netherlands 6 1595 5101 2005 5044 -410 57 0.93 1.93 1.17 1.91 -0.24 0.02 80 101
Norway 25 74 69 280 -43 -206 0.04 0.06 0.12 0.23 -0.08 -0.17 37 26
Poland 7 301 268 306 788 -5 -520 0.13 0.09 0.14 0.27 0.00 -0.17 98 34
Portugal 9 361 86 1100 =77 -739 0.02 0.23 0.14 0.70 -0.13 -0.47 11 33
Spain s 254 187 1020 1239 -766 -1053 0.08 0.03 0.33 0.19 -0.25 -0.16 25 15
Sweden 8 94 315 53 35 41 279 0.09 0.21 0.05 0.02 0.04 0.18 177 889
Switzerland 950 2338 254 999 696 1339 0.90 1.22 0.24 0.52 0.66 0.70 374 234
Turkey - - - - - - - - - - - - - -
United Kingdom 1468 5 565 1 305 2903 163 2 662 0.23 0.43 0.20 0.23 0.03 0.21 113 192
European Union o 7 439 21 869 10 365 22234 -2 925 -365 0.19 0.27 0.26 0.28 -0.07 0.00 72 98
Total OECD ° 16 806 67 194 13 990 39 036 2830 28 157 0.16 0.29 0.13 0.17 0.03 0.12 120 172
1. 1996 instead of 1998.
2. 1991 instead of 1985.
3. 1986 instead of 1985.
4. 1989 instead of 1985.
5. 1997 instead of 1998.
6. 1992 instead of 1998.
7. 1994 instead of 1985.
8. 1993 instead of 1998.
9. Including intra-zone flows. Data estimated.

Source: OECD, MSTI database, May 2000.
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