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Chapter 8 

The evolution of health care in a data-rich environment 

This chapter examines how large and diverse health data sets are being used to improve 
population health and support patient-centred care, health system management, and 
human health research. Among the aspects considered are electronic health records, 
smart models of care, the role of social media and crowdsourcing. The chapter also looks 
at barriers that will need to be overcome to pave the way for widespread data-driven 
innovation (DDI) in the health sector, examining issues raised by the use of personal 
health data not discussed in previous chapters. It concludes with a list of success factors 
that will enable governments to provide the leadership needed to progress further toward 
data-driven health research and care. 

 

Big data is not just a quantitative change, it is a conceptual and methodological 
change. It will transform the way we do science and the way we deliver care. 
(Rossor in OECD, 2014a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The statistical data for Israel are supplied by and under the responsibility of the relevant Israeli 
authorities. The use of such data by the OECD is without prejudice to the status of the Golan Heights, 
East Jerusalem and Israeli settlements in the West Bank under the terms of international law. 
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The health sector is a knowledge-intensive industry: it depends on data and analytics 
to improve therapies and practices. There has been tremendous growth in the range of 
information that is being collected, including clinical, genetic, behavioural and 
environmental data. Every day, health care professionals, biomedical researchers and 
patients produce huge amounts of data from an array of devices, including electronic 
health records (EHRs), genome sequencing machines, high-resolution medical imaging, 
ubiquitous sensing devices (i.e. available anywhere), and smartphone applications that 
monitor patient health. The data generated are of great value to health care and research, 
and it is predicted that more medical information and health and wellness data will be 
generated in the next few years than ever before.  

 At the same time, the potential to process and analyse these emerging multiple 
streams and large volumes of data – big data – and to link and integrate them is growing. 
Such data-driven innovation (DDI) can yield many benefits, including new insights into 
the natural history of diseases and their diagnosis, prevention and treatment, and greater 
opportunity for further development of personalised therapies. Indeed, there is growing 
evidence that big data can be leveraged to transform health care. 

Box 8.1 points to four basic categories of digital data use that can bring value to 
citizens, care providers and the system itself. The data can help: improve patient care; 
manage the health system; understand and manage population and public health; and 
facilitate health research. However, many challenges must be overcome before the 
benefits from DDI in the health sector can be reaped. One of these is that EHRs are being 
collected in health care systems that are often fragmented, with points of care functioning 
as silos. Questions of privacy also have to be addressed, and skill building will be needed 
to analyse voluminous health data sets. 

This chapter reviews the evidence for big data’s potential; equally, it considers the 
barriers that will need to be overcome to pave the way for widespread DDI in the health 
sector. The first section examines factors driving greater use of large-scale health data to 
generate knowledge and yield new intelligence for health system management and policy 
making. The second section reviews national health data sources and their capacity to be 
brought together, so as to understand health care pathways – that is to say, patients’ 
progress through the health care system, from their earliest to last days – and raise the 
quality of clinical care. The third section provides examples of how large-scale data 
sources are already playing a role in DDI – helping create new and “smarter” models of 
care, care that is more centred on the patient, and a more efficient clinical research 
enterprise for improved prevention and better disease management. The fourth section 
provides an overview of the challenges of transforming health research with big data, 
including the need for infrastructure and analytical tools to analyse large health data sets.  

The chapter concludes with a discussion of the factors that can enable governments to 
provide the leadership needed to progress further toward data-driven health research and 
care. The chapter thereby highlights specific opportunities for fostering Alzheimer’s and 
dementia research in response to the direct mandate from the G8 Dementia Summit 
Declaration to the OECD to “take stock of our current national incentive structure for 
research […] and consider what changes could be made to promote and accelerate 
discovery and research and its transformation into innovative and efficient care and 
services”.1 
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Box 8.1. Uses of digital data in the health system  

Improving patient care – Secondary use of health data can improve quality initiatives in and 
the effectiveness of patient care, in both clinical and home care settings. For example, 
administrators and front-line clinicians can be alerted when measures related to quality and 
patient safety fall outside a normal range, and notified of factors that may be contributing to the 
deviations. Clinicians can aggregate and reuse data from their patients to evaluate their own 
performance against clinical practice guidelines. The data can also provide insights that lead to 
revised care protocols. 

Managing the health system – Health data can be used to manage and improve the 
effectiveness and efficiency of the health system by informing decisions regarding programmes, 
policy and funding. For example, costs can be reduced by identifying ineffective interventions, 
missed opportunities, and duplication of services. Access to care can be increased and wait times 
reduced by understanding patient journeys across the continuum of care; by ensuring that patients 
receive the services most appropriate for their needs; by accurately projecting the future health 
care needs of the population; and by optimising the allocation of resources across the system. 

Understanding and managing population and public health – Health data can be used to 
understand the burden of illness and quality of life of the population, and to manage and 
evaluate public health interventions, including for health promotion and prevention. For 
example, in addition to timelier public health surveillance of influenza and other viral outbreaks, 
data can be used to identify unanticipated side effects and contraindications of new drugs. 

Facilitating health research – Health data can be used to support research in many fields that 
informs clinical programmes, health system management, and population and public health. For 
example, multiple sources of data can be integrated to find early (bio)markers of disease; the 
comparative cost-effectiveness of different interventions can be evaluated; and historical data 
can be used to simulate and model trends in long-term care needs, and evaluate different policy 
options to meet those needs. 

Source: Adapted from Canadian Institute for Health Information, 2013.  

 

8.1. Drivers of growth of digitised health data 

The amount of digitised data available in the health sector is growing rapidly. There 
are five principal factors driving the increased collection and use of large-scale data in 
this sector. They are: i) demographic changes and the shifting of the global disease 
burden toward long-term non-communicable diseases; ii) fiscal pressures and the need for 
greater efficiencies; iii) the need for more responsive, patient-centred services; 
iv) increasing global co-operation to address common health problems; and v) the 
volume, velocity and variety of health data available (see Chapter 3). 

Demographic changes and non-communicable diseases   
 The global burden of disease has shifted in the past 20 years, from infectious 

conditions to long-term non-communicable diseases (NCDs) brought on by lifestyle 
choices and environments: heart disease, stroke, diabetes, chronic neck and back pain, 
cancer, and depression (IHME, 2013). Further, populations are ageing and many people 
are living longer with multiple morbidities (concurrent diseases) and disabling conditions. 
Since 1970, average life expectancy has risen by 35 years worldwide, with gains in years 
achieved across the world’s regions. OECD countries have witnessed extraordinary gains 
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in longevity, with average life expectancy at birth rising 10 years since 1970 to exceed 
80 years in 2011 (OECD, 2013a). Globally, the proportion of people over 80 years of age 
in particular is anticipated to increase by 2.5 times between 2010 and 2050 (UN, 2013). 
The rapidly expanding cohorts of elderly and older elderly will include a significant 
proportion of persons with chronic diseases.   

The rising burden of NCDs, multimorbidities and risk factors for NCDs has important 
implications, for how care is best organised and provided; where new treatment 
innovations and preventive approaches can be expected; and future cost pressures. 

To address that burden, medicine must focus on preventing the onset of NCDs and 
controlling their progression, including through lifestyle changes. At the same time, 
health systems must focus on improvements in care co-ordination and delivery. The 
current pace of innovation in genomics, biological systems, and information and 
communication technologies (ICTs) has the potential to increase our ability to predict and 
prevent disease and promote healthy behaviours; develop cost-effective therapies; 
redesign health care systems to assure integrated and co-ordinated care; improve safety 
and quality for patients; and extend healthy lives. As will be explored further in this 
chapter, these advancements are closely linked to the generation and analysis of data that 
permit the study of full populations and their health care experiences and outcomes.  

Fiscal pressures and the need for greater efficiencies 
Fiscal pressures will continue to push governments to seek greater efficiency, 

accountability and quality in the health care sector. During the fifty years prior to 2009, 
health spending in OECD countries outpaced economic growth, resulting in an increasing 
share of GDP allocated to health. By 2009, 9.6% of GDP in OECD countries was 
allocated to health, up from under 4% in 1960 (OECD, 2013a). Average annual growth in 
health spending in real terms between 2000 and 2009 was 4.1%, compared to GDP 
growth of only 1.5% (OECD, 2013b). Since 2009, many countries have reduced budgets 
for health in response to the economic downturn. By 2012, health expenditures accounted 
for 9.3% of GDP (OECD, 2014b). Governments under pressure to protect funding for 
acute care have been cutting other expenditures, such as public health and prevention 
programmes. In 2012, on average across OECD countries, only 3% of health budgets 
were allocated to prevention and public health programmes in areas such as 
immunisation, smoking, alcohol, nutrition and physical activity. The long-term wisdom 
and sustainability of such budget reductions in spending on prevention is uncertain, as is 
the ability of governments to continue to contain rising costs.  

Continuing pressure to find ways to make systems more productive has moved the 
focus from cost containment to performance-based governance. To evaluate health sector 
performance, managers and governments will need timely and accurate information about 
the prices and volumes of services provided and the health outcomes produced, at levels 
sufficiently detailed to take corrective policy action. The need to manage health system 
outcomes more actively will lead to greater use of clinical and administrative data to 
assess the comparative effectiveness of therapies and services. These data will also be 
needed for redesigning and evaluating new models of health care service delivery.  

The need for more responsive, patient-centric services  
The role of patients in the care process – managing their own health – has taken on 

much greater importance in recent years. In order to address patients’ expectations for 
seamless care, it will be increasingly important to improve co-ordination and integration 
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of care provided by different parts of the health and social care systems. Patients’ taking 
command of the management of their own health will support better outcomes and 
coordination of care, particularly for patients with chronic diseases who often require 
services from multiple health care providers.  

The increasing use of electronic medical records promotes patients’ participation in 
their care, self-management of health conditions, and informed decision making. Patients’ 
interest in their diagnostic test results and medical records, in their options for care, in the 
quality of providers, and in scheduling visits online will keep growing. Over the past 
decade multiple studies have documented the value of electronic personal records (EPRs) 
in supporting greater patient-centred services. As an illustration, the US Department of 
Veterans Affairs offers patients access to an EPR that includes details from their medical 
history, such as clinical notes and laboratory test results. A patient survey to evaluate the 
service indicated that the majority of veterans viewed the personal record as helpful to 
them; as having made it easier to locate information they needed; as having improved 
their care; and as a tool they would recommend to others (Nazi et al., 2013).   

 Patients and practitioners are also increasingly interested in devices, tools and 
computer applications that assist in monitoring and improving health and well-being. 
They recognise that these can help patients live longer in their own homes rather than in 
considerably more expensive hospital or nursing home facilities; enable longer-term 
independent living; and encourage personal responsibility for healthier lifestyles (OECD, 
2013c). Many such emerging information and communication systems have the potential 
to provide new streams of data for evaluating treatments and measuring and evaluating 
health care outcomes. However, in many countries challenges have yet to be met to 
unleash this potential. 

Increasing global co-operation to address common health problems 
The fourth driver is the need for co-operation to tackle global public health challenges 

such as infectious diseases, and improve early detection and warning of emerging health 
threats and events. Examples include the Program for Monitoring Emerging Diseases 
(ProMED), established in 1993, which has demonstrated the power of networks and the 
feasibility of designing effective, low-cost global reporting systems. ProMED has also 
encouraged the development of additional electronic surveillance data-sharing networks – 
such as the Global Public Health Information Network (GPHIN)2 and HealthMap.3 

Influenza surveillance is one of the most developed global surveillance and 
monitoring systems of the World Health Organization. It began in 1948 and has 
developed over the years into a highly successful global partnership. The network now 
involves 110 collaborating laboratories in 82 countries, constantly monitoring locally 
isolated influenza viruses and providing real-time streams of data on the emergence and 
spread of different strains.  

Complementing these traditional case-based and syndromic surveillance systems, 
monitoring of unstructured events – through news and Internet media, web searches 
(e.g. Google Flu trends), etc. – has been a significant component of public health early 
warning and response over the past decade. More recently, with the increase of Web 2.0 
platforms and social media, there is a new real-time source of intelligence provided by 
citizens that is immediately in the public domain and thus readily available. During the 
recent Ebola outbreak in West Africa, epidemiologists and telecommunication companies 
were exploring the potential of new data sources, such as mobile phones, to better model 
the spread of the disease (The Economist, 2014; Wall Street Journal, 2014). 
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In addition to monitoring, there is increasingly global interest in research to tackle the 
emergence of NCDs, through better preventive interventions and treatments. The OECD 
is actively engaged in a global project to improve data sharing and access internationally 
to accelerate innovation that addresses dementia (OECD, 2013d). The focus on dementia 
is the result of a direct mandate from the G8 Dementia Summit Declaration to the OECD.  

Volume, velocity and variety of health data 
The fifth and possibly most important driver of health data use is the sheer volume, 

velocity and variety of health data available. As will be discussed in the next sections of 
this chapter, many health care systems are rapidly digitising immense amounts of clinical, 
financial and operational data and using them for a wide range of activities, including:  

 preventive care, e.g. early detection  

 field data to support emergency and urgent care 

 coaching, rehabilitation and maintenance 

 intervention, e.g. reminders  

 epidemiological assessments 

 post-market surveillance and analysis 

 health care quality and performance monitoring. 

This will require real-time continuous archiving of multi-modal data sets and multi-
domain collaborative annotations, as well as post-therapeutic visualisation of the archived 
data. The volume of this data is set to increase dramatically with advances in mHealth 
(mobile health, involving mobile devices), sensor and imaging technologies to support 
diagnosis and treatment. Further, these data are heterogeneous (structured, unstructured, 
text, etc.), reflecting the traditional silos across care settings, industry/research, and 
scientists/clinicians. The cost and complexity of linking data stored in these various 
formats are decreasing, enabling analysis of health care interventions and utilisation 
enhanced with additional information about personal behaviours, lifestyles and genetic 
profiles.  

This remarkable expansion of digital health data is in turn largely driven by the 
confluence of important technological developments. These include notably the 
increasing ubiquity of broadband access and the proliferation of smart mobile devices and 
emerging smart ICT applications, empowered by sensor networks and machine-to-
machine (M2M) communication. Cloud computing has also greatly increased data storage 
and processing capacity (see Chapter 3). Great reductions in storage costs over the past 
20 years have also been a significant driver, as they have enabled the collection and use 
of large volumes of health-relevant data; electronic health records and genetic, 
neuroimaging and epidemiological data are just a few examples. 

All of these drivers have greatly increased not only the availability of data in the 
health sector, but also – with developments in computing power – their use, creating new 
opportunities to obtain insights. The rise of chronic conditions and fiscal pressures will 
make it increasingly important to be able to follow health care pathways and determine 
which paths deliver better outcomes in an efficient manner. Patients will want the health 
sector to improve therapies, and will want health care experiences to be as modern as 
other business services in terms of service responsiveness, transparency and 
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communication. Opportunities for global co-operation in sharing data to find solutions to 
common challenges may continue to present themselves, particularly as the urgency of 
addressing NCDs and new infectious diseases rises. For all of these reasons, there will be 
continued interest in developing and using data to advance health care therapies, health 
care delivery, and health system governance. The next sections review the four basic 
categories of data use described in the introduction and then discuss the critical success 
factors and policy priorities for addressing challenges that may be limiting data sharing 
and use. 

8.2. Data-driven innovation to improve health care quality  
and health system performance 

Essential to the monitoring and evaluation of both health care quality and health 
system performance is the ability to track patients as they progress through the system, 
from primary health care to speciality care to hospitalisations, long-term care, home care, 
hospice care and death. Tracking data should also provide information about patient 
characteristics, illnesses, medications, therapies, laboratory tests and medical images. 
This type of follow-up permits a comprehensive view of health care services and 

. It can also uncover, 
among other things, medical errors, adverse drug reactions, fraud, adherence to clinical 
guidelines or lack thereof, optimal care paths and patients with optimal treatment results.  

Although the capacity to collect and analyse data related to health care pathways is 
increasing, only a handful of countries have health information systems organised to 
permit comprehensive views of patient care across the health care continuum. Key pieces 
of information about patients’ care paths are instead often isolated in various databases, 
such as hospital admissions and discharges, primary care records, insurance claims, 
pharmaceutical databases, image banks and patient surveys.  

This section begins with a review of current national health data assets and their 
capacity to be integrated to understand health care pathways. It goes on to discuss the 
development and use of electronic health record systems and their potential to improve 
measurement of health care pathways. Examples are provided of how some countries 
have developed data to follow the pathway of care in order to monitor health care quality 
and health system performance nationally, and to contribute to international comparisons. 
It then describes the emerging field of comparative effectiveness (or relative 
effectiveness) research, which uses health care pathway data to determine which therapies 
or processes of care are the most effective.  

Key national health data sets 
While countries are investing in data infrastructure, a 2011/12 OECD survey of 

national health data sets (OECD, 2013e) reveals significant cross-country differences in 
data availability and use. Some countries have seen significant progress in data use and its 
compatibility with robust privacy protection. Others have limited data and restrictions 
preventing access to its use, even by government (see Table 8.1). Most of the countries 
responding to the survey reported that they collect national data across the continuum of 
health care services and at the level of individual patients or persons. Users of national 
data included governments, insurers, research institutes and health care providers. About 
half of the countries reported that some of their key data sets were regularly linked 
together for research purposes or statistics to better understand health care pathways and 
outcomes. Similarly, about half of the countries reported that some of their key data sets 
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were routinely linked to monitor health care quality. Very few countries, however, link 
data routinely to monitor health care quality in several important areas of health care: 
prescription medicines (seven countries); mental hospital in-patients (five countries); 
primary health care (four countries); and long-term care (four countries).  

Table 8.1. Number of countries1 reporting data and data linkages  

Data is about: 
Hospital 

in-
patients 

Deaths Cancers Rx2 

Mental 
hospital 

in-
patients 

Primary 
care 

Long-
term 
care 

Health 
risks and 

behaviours 

Socio-
economics: 

income, 
education, 

employment, 
ethnicity 

National data set 
available… 

19 19 17 14 17 16 16 19 19 

Contains records for 
patients or persons 

16 17 16 12 14 13 13 16 16 

Is linked to other data for 
health research or 
monitoring 

14 15 13 12 8 10 11 10 11 

A linkage study is usually3 
under way 

12 15 11 10 7 8 6 7 11 

A linkage study to monitor 
health care quality is 
usually under way 

12 12 11 7 5 4 4 4 4 

1. Nineteen countries responded to the survey. Australia, Belgium, Canada, Denmark, Finland, France, Germany, Israel, Japan, 
Korea, Malta, Norway, Poland, Portugal, Singapore, Sweden, Switzerland, the United Kingdom and the United States. 

2. Pharmaceutical drug utilisation. 

3. The data set is used to undertake record linkage projects on a regular basis, such that a data linkage project involving the data 
set is usually underway. 

Source: OECD, 2013e.  

Electronic health record systems  
The development and use of data from electronic health records (EHRs) have the 

potential to support health care DDI and to improve the quality, safety and performance 
of health care systems. In its most mature form, an EHR system contains or virtually links 
together information about a patient’s health care encounters, including diagnosis, 
radiology, laboratory tests and medications. Patient identifying information is necessary 
to bring the information together from various related data sets and then to retrieve the 
information when it is needed. As time passes, a comprehensive health care biography 
can emerge from the data available in the system to support the care of the individual 
patient; for population-level statistics and research, it can improve existing therapies, 
discover new ones, and improve the quality, safety and performance of health care 
systems. 

In 2012 most of the countries studied (22 of 25) reported a national plan or policy to 
implement EHRs, and most had already begun to implement that plan (20 countries). 
EHR systems in some countries include data on patients’ key characteristics and health 
problems, as well as their history of encounters with the health care system and the 
treatments they have received from a variety of health care providers. The greatest 
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contribution of these systems, as they develop, is the potential for secondary analysis of 
the data to monitor and conduct research to improve the health of the population and the 
quality, safety and efficiency of health care. 

Of the 25 countries studied, 18 had included some form of secondary analysis of 
EHRs within their national plan (Figure 8.1). The most commonly included secondary 
uses reported were public health and health system performance monitoring. Fourteen 
countries also indicated that they intended for physicians to be able to query the data to 
support treatment decisions. The least commonly reported planned data use was for 
facilitating or contributing to clinical trials. This use was noted by ten countries.   

Figure 8.1. Planned and implemented uses of data from electronic health record systems 

Number of countries1 

 
1. Twenty-five countries responded to the survey. Austria, Belgium, Canada, Denmark, Estonia, Finland, France, Germany, 
Iceland, Indonesia, Israel, Japan, Korea, Mexico, Netherlands, Poland, Portugal, Singapore, Slovakia, Slovenia, Spain, Sweden, 
Switzerland, United Kingdom and United States.  

Source: OECD, 2013e. 

 
Many countries also reported that regular use of EHR data for public health 

monitoring (13 countries) and general research (11 countries) was already under way. 
There are currently several ongoing projects addressing the (re)use of EHR data for 
purposes of clinical research. In the United States, initiatives such as i2b2,4 the eMERGE 
network,5 the Kaiser Permanente Research Program on Genes, Environment and Health 
(RPGEH)6 and the Million Veteran Program7 are focusing on integrating EHRs and 
genomic data (Jensen, Jensen and Brunak, 2012). The Stanford Translational Research 
Integrated Database Environment (STRIDE) is an example of a US project that aims to 
create an informatics platform supporting clinical and translational research.8 

In Europe, a number of research projects and initiatives such as the i4health network,9 
EMIF (European Medical Information Framework),10 eTRIKS (Delivering European 
Translational Information & Knowledge Management Services),11 INTEGRATE 
(Integrative Cancer Research through Innovative Biomedical Infrastructures),12 
Linked2Safety,13 SALUS (Scalable, Standard based Interoperability Framework for 
Sustainable Proactive Post Market Safety Studies)14 and TRANSFoRm (Translational 
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Research and Patient Safety in Europe)15 are concerned with (re)using EHRs to facilitate 
clinical research by focusing on different disease domains and addressing different data 
use cases and scenarios.  

There are several significant differences between countries whose national plans or 
policies called for at least four of the data uses outlined in Figure 8.1 (the engaged) and 
those who were planning on fewer or no secondary data uses (the cautious). Data privacy 
and security concerns have been one of the major barriers to the adoption of EHRs and 
implementation of a national health information exchange in a number of countries. 
These issues will be reviewed in some depth in the last section of this chapter. Other 
barriers include a lack of technology standards that could facilitate interoperability, and 
the cost of implementing such a system. Engaged countries were somewhat more likely 
than cautious countries to report having created national governing bodies responsible for 
clinical terminology and interoperability standards – 62% compared with 50%. 
Terminology standards ensure that the data is captured in a consistent manner through a 
structure that enables statistics and analysis. Interoperability standards ensure that records 
can be shared or exchanged. Nonetheless, where health care systems are fragmented, with 
points of care operating in silos, implementation of standardised EHR systems remains 
challenging. 

Virtually all of the engaged countries (92%) have developed a national minimum data 
set that standardises the content of patient records that are intended to be shared among 
health care providers. In contrast, only one-half of the cautious countries have defined a 
minimum data set. Engaged countries (54%) are also somewhat more likely than cautious 
countries (42%) to report that their EHR system is already being used to create data sets 
for statistics and research. As a result, they are also more likely to have instituted 
processes for auditing the clinical content of electronic records for quality, although this 
is still relatively rare for both groups. Many engaged countries have also consulted with 
the public on privacy and security issues, and have developed data governance 
frameworks that permit privacy-protective data uses. 

Harnessing value from data to improve health system performance 
Countries that are actively monitoring health care quality and health system 

performance provide very interesting examples of how the data are being used and the 
benefits accrued. Examples of data use range from evaluation of the quality and cost-
effectiveness of treatments to monitoring adverse events related to pharmaceuticals and 
medical devices; incorporating the results of care pathway analysis into evaluations of 
and revisions to clinical care guidelines; and building pathway data to promote world-
class research. 

Evaluation of treatment quality and cost-effectiveness   
Finland monitors the content, quality and cost-effectiveness of a set of selected 

diseases and treatments (stroke, premature newborns, hip fracture, breast cancer, 
schizophrenia, heart attack, hip and knee replacement surgery, and invasive heart surgery) 
by linking patient data for the Finnish population across the whole cycle of care, from 
admission to hospital to care by their community doctor to the medications prescribed and 
deaths (OECD, 2013e). From both administrative data and data extracted from electronic 
health records, Finland has new indicators for each hospital to evaluate treatment quality 
and cost, including: mortality rates; emergency room visits and readmissions to hospital; 
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infections and complications; and stays in nursing homes and home care visits. Hospital 
quality is improving, as the results are publicly available. 

Within the United Kingdom, England has a new initiative called care.data that aims to 
create data about episodes of care. Included are both health care and social care, with data 
pertaining to pathways between primary and secondary care and information about 
diagnosis, laboratory tests and prescription medications (NHS, 2013). The six aims of the 
care.data initiative are to support patient choice, advance customer services, promote 
greater transparency, improve outcomes, increase accountability, and drive economic 
growth by making England a centre for world-class health services research. Data for 
consenting patients within the entire population of England will be linked, with data 
extracts taking place monthly to ensure timely monitoring.  

Japan has created a new medical insurance claims database to assist the Ministry of 
Health, Labour and Welfare in the preparation, implementation and evaluation of a plan 
to optimise medical care costs. The data were provided to researchers and to prefectures 
on a trial basis in 2011 and 2012. Several cost and quality studies were undertaken and 
published as a special issue of the Journal of the National Institute of Public Health. 
These studies included a linkage of insurance claim data with data on the provision of 
guidance to patients during periodic health check-ups regarding metabolic disease 
(Okamoto et al., 2013). The study found a reduction in the onset of metabolic disease and 
in health care expenditures among patients who received guidance about reducing disease 
risk during health check-ups. 

Monitoring the underuse, overuse and misuse of therapies  
Korea uses population-wide health insurance claim data to identify underuse, overuse 

and misuse of therapies and to reduce variation in care practices by regularly reporting 
quality indicators, including mortality and readmission after hospital procedures; 
inappropriate prescribing in primary care; and outcomes following discharge from mental 
health hospitals (OECD, 2013e). Korea links claims data for patients across the entire 
pathway of care, and is able to report timely results. 

Quality and efficiency assessments of clinical care guidelines  
Sweden is breaking new ground by using data to undertake both quality and efficiency 

assessments of clinical care guidelines (OECD, 2013e). These guidelines inform 
physicians and health care professionals about the most appropriate therapies for patients 
with different health profiles and problems. By following a patient’s cycle of care, they 
are able to evaluate the extent to which guidelines are being followed and whether or not 
the health outcomes of the patient meet expectations. This evidence is then used to revise 
the guidelines, completing an ongoing cycle of improvement in care quality and 
efficiency. 

Monitoring adverse events related to pharmaceuticals and medical devices 
The United States Food and Drug Administration has implemented a sentinel project 

to transform how it monitors the safety of the medicines, medical devices and biologics 
that it regulates, by tapping directly into electronic health records, administrative data and 
insurance claim records. Building toward a nationwide rapid-response electronic safety 
surveillance system, the sentinel pilot study involves 17 data partners across the United 
States, and encompasses the data of nearly 100 million patients (FDA, 2013). 
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The EU Advanced Drug Reporting (EU-ADR) [nowhere do I find that name linked to 
the abbreviation. ADR instead would appear to stand for “Adverse Drug Reactions” – 
please confirm] initiative defined a proactive strategy for post-market drug assessment 
based on automating analysis of data stored in large electronic health record databases in 
four European countries (Denmark, Italy, the Netherlands and the United Kingdom) and 
covering 30 million patients (Coloma et al., 2012). EHR data are analysed to identify a 
ranked list of signals of potential adverse events and their significance in terms of health 
risks. Adverse events monitored include acute myocardial infarction, acute renal failure, 
anaphylactic shock and gastrointestinal bleeding. Results indicate that active surveillance 
for signal detection with health care database networks is feasible, but that it would be 
necessary to expand the data network coverage to a larger pool of patients – that is, to 
more participating countries – to monitor the effects of infrequently used drugs. 

Generating clinical pathway data to promote health services research 
In the United States, Kaiser Permanente, a health care maintenance organisation 

(HMO) with 8 sites and 9 million members, has 7 research centres conducting public 
domain research with patient-level data. Kaiser’s experience with linking data across the 
health care pathway for research extends back 50 years. Kaiser is now at the forefront of 
this field with the data it can extract from its electronic medical system and the data it can 
link together with patient care pathways from its biobank. A new study that Kaiser 
described to the OECD involves examining whether certain prescription medicines for 
mental illness may be linked to the development of genetic mutations in humans (OECD, 
2013e).  

In Canada, the Institute for Clinical and Evaluative Sciences (ICES) is a research 
centre at the University of Toronto that provides population-based health services 
research for Canada’s largest province, Ontario (OECD, 2013e). ICES collects personal 
health data from the Ontario Ministry of Health and Long-term Care and other entities. 
Findings in 2013 included that commonly co-prescribed statins and antibiotics are linked 
to muscle loss and kidney failure in seniors; that a recent colorectal cancer screening 
programme was not able to fully address inequities in access; and that implementation of 
North America’s first stroke care facilities improved outcomes (ICES, 2013). 

Cross-country comparisons of health system performance  
Collaborative big data efforts to improve health system performance investments in 

the development of internationally comparable population-level health data are leading to 
new ways to benchmark and compare how health systems are performing to help 
countries to improve patient safety, health outcomes and system performance. Within 
Europe such efforts are funded by the European Union. Two examples from the EU 
Seventh Framework Programme are EuroHOPE and ECHO.  

EuroHOPE – the European Health Care Outcomes, Performance and Efficiency 
Project – is evaluating the performance of European health care systems in seven 
countries, in terms of outcomes, quality, use of resources and costs (Häkkinen et al., 
2013). Participating countries include Finland, Italy, Netherlands, Norway, Sweden and 
the United Kingdom (Scotland). Health care data for hospitalisations, pharmaceuticals, 
registered cancers and deaths are linked to follow patient pathways of care. The patient 
groups studied are those with acute myocardial infarction, stroke, hip fracture, breast 
cancer and low birth weight. EuroHOPE is developing indicators that it will recommend 
to the European Union for routine reporting; developing methods for international 
comparative health services research based on the linkage of person-level data; and 
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informing the public about the policy-relevant drivers of health care quality – including 
treatment practices, use of medicines and new medical technologies, waiting times, 
organisation of care, and costs. 

ECHO, the European Collaboration for Healthcare Optimization project, has pooled 
hospital administrative and contextual data from seven countries (Austria, Denmark, 
England, Portugal, Slovenia, Spain and Sweden) to learn more about variation in care 
access and outcomes, and the relationship between this variation and the socio-economic 
status of the areas in which patients live.16 ECHO intends to explore whether place of 
residence and access to particular health care providers have a bearing on whether or not 
care is safe and effective, by examining within-country and between-country variations. 
ECHO is the first international health system performance comparison to pool personal 
health data, into a data set of 200 million hospital discharges. 

Assessing variability in health care treatment across countries  
In terms of single disease areas, there is no doubt that the long history of databases to 

register cases of cancer has endowed research in that area with the evidence necessary to 
monitor and advance quality of care. Indeed, of the 19 countries responding to the OECD 
survey in 2011/12, 16 were maintaining national cancer registry data sets. There is also a 
long practice in most OECD countries of linking cancer registrations and death databases 
in order to estimate cancer survival rates. The CONCORD-2 study is a worldwide 
comparison of cancer survival from over 270 cancer registries in 61 countries for 
10 cancer sites in adults and childhood leukaemia. This study examines underlying causes 
of differences in survival rates.17 The International Cancer Benchmarking Project is 
advancing this research further. In this project, cancer registries with details about the 
cancer stage at diagnosis have been analysed in six countries (Australia, Canada, 
Denmark, Norway, Sweden and the United Kingdom), to compare differences in survival 
and to discover why differences occur. Thus far, the researchers have found that patients 
in Sweden are the most likely to survive at least one year after diagnosis of breast, bowel 
and lung cancers; those in the United Kingdom are the least likely (Cancer Research UK, 
2013). The role of treatment in survival differences by cancer stage is the next stage of 
inquiry for the project.  

The emerging field of comparative effectiveness research (CER) 
Comparative effectiveness research is designed to inform health care decisions by 

providing evidence on the effectiveness, benefits and harms of different treatment 
options. The evidence is generated from research studies that compare drugs, medical 
devices, tests, surgeries, and ways to deliver health care (AHRQ, 2013). CER ultimately 
seeks to provide pragmatic knowledge that can be applied toward delivering “the right 
treatment to the right patient at the right time”. Achieving this goal in an area as complex 
as health care, however, requires robust, accessible data sources capable of providing 
detailed patient-level information in a time- and cost-efficient fashion. 

Patient registries have been used throughout Europe for CER as well as for patient-
centred health outcomes research (PCOR). A recent review of disease and treatment 
registries in Europe (Larsson et al., 2012) describes how improvements in health 
outcomes, like fewer revisions after hip replacement surgery and gains in survival after 
acute myocardial infarction (AMI), followed implementation of public reporting of 
outcomes by providers and the engagement of the clinical community to address quality 
concerns. 
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Two incentive programmes in the United States have increased the volume and 
velocity of data generated for CER in recent years (The Daily Briefing, 2011). The first 
was an allocation of USD 1.1 billion for CER funding within the 2009 federal stimulus 
package. The second was the launch of the Patient-Centered Outcomes Research Institute 
in 2011, with the capacity to fund USD 550 million to conduct CER and establish 
priorities for national CER (PCORI, 2013).  

Three representative examples of the CER approach have been published in the 
United States. The first is an evaluation of a comprehensive programme to control 
hypertension; the second is an evaluation of methods to improve colorectal cancer 
screening. The third identified an unexpected and dangerous interaction between two of 
the most widely prescribed medications: pravastatin, prescribed for hypertension control, 
and paroxetine, an anti-depressant (Jaffe et al., 2013; Mosen et al., 2010, 2013; 
Tatonetti et al., 2011). 

The rollout of EHRs in many OECD countries will help health care systems reach the 
vision of CER as a valuable resource for informed health care decision making. 

8.3. Data-driven innovation for smarter models of care 

There is a broad and growing consensus that any systematic effort to address today’s 
health and wellness challenges will also require data to support new and “smarter” 
models of care, that recognise the need to keep the elderly and the disabled in their own 
homes rather than in the considerably more expensive hospital or nursing home systems; 
that enable longer-term independent living; and that encourage personal responsibility for 
healthier lifestyle choices. The effort will require enhanced capacity for the sharing, 
processing and analysis of health and behavioural data to support patient-centred care, 
and a more efficient clinical research enterprise for improved prevention and better 
disease management.  

Taking shape alongside these goals is a vision for a “learning health system”. The 
Institute of Medicine, a long-time proponent of the concept, defines a learning health 
system as: “... one in which progress in science, informatics, and care culture align to 
generate new knowledge as an ongoing, natural by-product of the care experience, and 
seamlessly refine and deliver best practices for continuous improvement in health and 
health care” (Grossmann, Powers and McGinnis, 2011). 

One example of a rapid learning health care system is the American Society of 
Clinical Oncology’s Cancer Learning Intelligence Network for Quality (CancerLinQ) 
system,18 CancerLinQ is designed to address the growing challenge of managing the 
deluge of data emerging from precision medicine for cancer care. The system 
incorporates data from researchers, providers and patients in order to continually improve 
comprehensive clinical algorithms reflecting preferred care at a series of decision nodes 
for clinical decision support.  

These concepts, and the new models of care they represent, require a major shift from 
traditional practices. Today’s care is reactive, episodic and focused on disease. The new 
health care will need to be proactive, preventive and focused on quality of life and well-
being.  

Current health care is usually provided within hospitals and clinics. New smart 
models of care could become more patient-centric, with greater opportunity for care to be 
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provided at home and include the broader social network (family and community) as a 
significant contributor to individual health and well-being.   

Smarter models will be data-driven and promise to deliver greater safety and efficacy 
through evidence-based approaches and personalised care. This section examines the 
strategic directions that OECD countries are considering to realise this vision for health 
and wellness, from both the technological and policy viewpoints. It looks at the role of 
big data and ICTs, and discusses the research and policy options that could further the 
development of smarter models of care. It draws on the OECD – United States National 
Science Foundation workshop (and related report) entitled “Building a Smarter Health 
and Wellness Future”, which was held in Washington, DC on 15-16 February 2011.   

Personalised care 
The power of health information processing is such that it is possible today to 

personalise therapy in wholly new ways. Culture, living style, belief systems and 
expressed choice comprise one dimension. A second dimension is the ability to search 
and process electronically recorded medical histories of individuals. This enables rapid 
identification of not just personal biological responses such as allergies, but also a much 
richer pattern of personal information such as results of diagnostic tests and outcomes of 
particular therapies. Thirdly, new genomic knowledge can help identify population group 
variations that influence care response, but also personal genetic profiles that can inform 
not just individual therapies but also selective targeted prevention.  

Advances in DNA sequencing and whole genome analysis have made it possible to 
develop a greater understanding of response to treatment. In oncology, for example, 
pathologists measure whether the cancer is hormone sensitive to determine eligibility for 
tamoxifen therapy among those suffering from breast cancer. Effectiveness has been 
found to be contingent on an enzyme (cytochrome enzyme P450 2D6) needed to 
metabolise the drug, although the results have not always been consistent across studies 
(Roederer, 2009).  

With the costs of whole genome sequencing declining, the expectation is for 
personalised medicine to be streamlined into medical practice. New data management and 
processing methods are needed in four areas to realise this potential: i) the processing of 
large-scale robust genomic data; ii) interpreting the functional effect and the impact of 
genomic variation; iii) integrating systems data to relate complex genetic interactions 
with phenotypes; and iv) making the data available at the point of care in such ways that 
the comprehensiveness of the information provided to the clinician supports the 
clinician’s ability to accurately and rapidly prescribe drugs that are safe and effective for 
a specific patient (Fernald et al., 2011). 

In addition, the full extent of patient data will need to be accessible so that questions 
spanning multiple data sources can be asked and answered. The consistency and 
completeness of patient EHRs will be increasingly important.  

Ubiquitous and pervasive patient care  
The ubiquitous care model is based on the utilisation of smart sensing and biometric 

devices for real-time monitoring, analysis and transmission of health data. The 
information can then be accessed by health care providers for informed diagnosis, clinical 
decisions regarding treatments, and evaluation of outcomes. It can also be viewed and 
acted upon by patients for both education and prevention.  
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The technology to support ubiquitous sensing already exists, and today an increasing 
amount of physiological monitoring data streams are displayed on medical devices. The 
key challenge is to combine these technologies with network infrastructure to create an 
integrated architecture that extends care outside the hospital to the home and to mobile 
patients – thus the term ubiquitous.  

For example, in the case of managing patients with acute diabetes, the blood glucose 
level can be monitored continuously through an implant that controls the insulin delivery 
from a reservoir. In cardiology, there is increasing recognition of the value of implantable 
sensors for continuous monitoring of the most important physiological parameters for 
identifying the precursors of major adverse cardiac events, including sudden death. The 
data streams provide enormous potential for improved diagnostics, prevention, support of 
evidence-based practices, and remote health care. These data can yield answers to clinical 
questions, or raise new questions that influence care responses. 

An area that is progressing rapidly is the Body Area Networks (BAN). Medical 
applications of BAN cover continuous real-time sampling of biomedical signals, 
monitoring of a person’s vital signal information, and of low power medical devices. 
They can be broadly classified into two categories depending on their operating 
environments. One is the so-called wearable BAN, which is mainly operated on the 
surface or in the vicinity of body, such as medical monitoring. 

Another is the so-called implantable BAN, which is operated inside the human body, 
e.g. the capsule endoscope and pacemaker. The former provide long-term health 
monitoring of patients in natural physiological states without constraining their normal 
activities. The latter allow communication between implanted devices and remote 
monitoring. One example of smart application is the “virtual ward”, in which patients are 
monitored at home and visited by mobile medical teams when the data show that it is 
necessary. That is generally better for the patients and may be less expensive.  

Ubiquitous computing can also be leveraged as a means to provide context and 
location-aware cues for health action. The greatest power of such techniques comes from 
the capacity to cross-link information drawn from multiple sensor systems and other 
information sources. For example, GPS data can cross-link with accelerometer-based 
physical activity estimates and geographic information systems (GIS). Local area 
communication standards, such as Bluetooth, can be used to determine the relative 
proximity of individuals to each other or fixed locations, relevant to the study of 
infectious disease. 

Cross-linked sensor-based information can be used to persuade individuals to perform 
health behaviours – examples include encouraging people to take the stairs instead of the 
elevator in order to increase physical activity levels, and using text messages on a mobile 
phone to remind a person to measure their blood glucose. Ubiquitous sensors therefore 
have a particularly strong role to play in integrating health care by providing clinicians a 
novel and less-biased window into the habits and behaviours of their patients. This of 
course comes at a cost to individual privacy, and decisions must be based on voluntary 
and freely given consent.  

The ever decreasing cost of sensor-based smart devices, together with the medical 
need for better information regarding a patient’s habits outside the clinical environment, 
makes widespread adoption of these systems not only possible but indeed probable. Properly 
validated, these sensors have the potential to transform both personal and institutional 
care by providing reliable contextual information to individuals and practitioners.  
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Mobile health for greater patient engagement 
Smarter health and wellness must address not only change in health care delivery, but 

also ways of engaging and informing the patient so they effectively achieve better health 
outcomes.  

Advocates of patient-centred health have long argued for the citizen taking 
responsibility for their own health. This argument today applies to the prevention and 
management of chronic diseases such as diabetes and obesity, and health systems 
increasingly see their roles as agents of support. The chances of success for any 
prevention or care programme will depend on patient engagement and meaningful co-
ownership and co-production of healthy behaviours. Indeed, a growing body of literature 
shows that when patients are engaged in their health care, that commitment can lead to 
measurable improvements in safety and quality (Dentzer, 2013; Laurance et al., 2014). 

mHealth technologies can, for example, help to “nudge” people toward better 
decision making and remaining engaged in their care, although there are equity and safety 
issues that health professionals must bear in mind when recommending the use of these 
technologies. 

Nonetheless, by putting the patient at the centre of health care transactions, health 
care providers can begin to overcome the silos within both specialty-based medical care 
and the various disciplines involved in alternative care. This requires a patient-centred 
data system, where every patient is a data point from which much can be learned.  

mHealth offers a wide range of smart modalities by which patients can interact with 
health professionals, or with systems that can provide helpful real-time feedback along 
the care continuum, from prevention to diagnosis, treatment and monitoring (Figure 8.2). 
mHealth is of particular value in managing health conditions where continuous 
interaction is important, such as diabetes and cardiac disease. A wide range of devices is 
utilised for mHealth, including inter alia mobile phones, tablets, global positioning 
system (GPS) devices, mobile tele-care devices and mobile patient monitoring devices.  

Figure 8.2. Smart mHealth applications 

   
Source: OECD adapted from PricewaterhouseCoopers, 2012.  

Among these devices, mobile phones in particular offer the potential to broadly and 
cheaply diffuse more intensive self-monitoring, feedback, self-management and clinical 
support than has been possible previously. This is especially true of smartphones, which 
support a diverse set of data streams and monitoring activities: automated traces of body 
movement, location, and other data that can infer physical activities, sleep, and the 
environment; automated and manually entered physiological measures (e.g. readings from 
a glucose meter); and prompted and user-initiated self-reports of the user’s symptoms or 
behaviours. This information, appropriately managed, can be leveraged to trigger highly 
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personalised interventions, and thus significantly improve an individual’s ability to 
understand and manage his or her own behaviours. 

Five issues are, however, key to the successful widespread adoption of mHealth: 
i) establishing and sustaining engagement among participants; ii) increasing ICT 
knowledge across the society; iii) wide acceptance of privacy and security standards for 
personal data collection, analysis and use; iv) integration and interoperability – the new 
range of mobile devices have to function seamlessly and adapt to multiple user needs in 
the health sector; v) financing and new business models: there is a need to adapt 
regulatory structures and align incentives at different levels of the health delivery system 
to encourage investment in, and use of, mHealth.19  

To achieve widespread use, mobile and health care industries will need to work 
toward interoperable solutions that enable economies of scale. Without agreed standards 
and connectivity for information exchange across the ecosystem of personal mobile 
devices and care services, there will be wide variation in the granularity and quality of the 
information collected and analysed and limited clinical utility, and payers will be reticent 
to invest. It is important to note, however, that individuals’ engagement in mobile health 
requires a certain level of literacy and digital skills. Those with fewer of these skills, and 
who already experience poorer health conditions than those with higher levels of skills, 
could be excluded from using mobile health technologies, or could be at risk for not using 
them properly. Therefore, it is crucial for health professionals to ensure that people who 
are using these services either have the skills needed, or have access to opportunities for 
improving their skills to use the technologies effectively. Last but not least, with regard to 
business models, issues of cost to users of the applications as well as Internet 
access/bandwidth should also be considered. If not addressed properly, mobile health 
could create additional disadvantages for people of lower socio-economic status and/or 
those who live in regions with limited Internet access.  

8.4. Transforming health research with big data  

Big data is an integral part of the health research landscape, and indeed has even 
helped shape it (see Box 8.2). The next sections list a range of examples of how big data 
analytics offers new and more powerful opportunities to measure various aspects of 
disease progression and health for improved diagnosis and care delivery, as well as 
translational and clinical research. 

Box 8.2. Advances in genetic sequencing 

A remarkable example of the effect of big data is how, over the past two decades, the power 
of genetic sequencing has increased by one million-fold. No previous technology in history has 
increased in power that fast. DNA sequencing machines can now read about 26 billion 
characters of the human genetic code in less than a minute, and the sequencing cost per genome 
has dropped by 60% a year on average from USD 100 million in 2001 to less than USD 10 000 
in 2012 (see Figure 3.10 in Chapter 3 of this volume). Whole genome sequencing programmes 
involve many terabytes of data. The Cancer Genome Atlas (TCGA) that uses next generation 
sequencing technology is expected, for example, to generate approximately 2.5 petabytes (PB) 
of data. The enormous growth of genomic and other biomedical data are at a scale that makes 
traditional centralised approaches to data management and analysis impractical. Centralised 
approaches have become untenable for individual laboratories and most small to medium 
research organisations due to the high cost of data storage, transmission, and analysis.  
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Box 8.2. Advances in genetic sequencing (cont.) 

In this big data landscape, new models of global scientific collaborations are emerging that 
rely on shared e-infrastructures, cloud-based consortia and advanced computational capacities. 
The aim is to extract knowledge from these large streams of data in the most effective way 
possible, through global collaboration, open science, and bringing “computing to the data”. An 
example is the International Cancer Genome Consortium (ICGC), a multidisciplinary, 
international collaborative effort on the part of nine countries to systematically and 
comprehensively characterise somatic mutations in over 24 000 tumour genomes from 
50 different cancer types and subtypes, comparing tumour and normal tissues.  

Since its launch in 2008, the ICGC has generated over 250 terabytes of data, adopting federated 
data architecture to address the data management needs. The scalability of the system is 
improved by having each member institution store and process data locally; the data federation 
software then presents these separate sources as a single access point for remote data access.  

Source: NIH (2014), “DNA Sequencing Costs”, National Human Genome Research Institute, National 
Institutes of Health, www.genome.gov/sequencingcosts/. 

Systems biology to model complex molecular mechanisms  
Network and systems biology strategies today offer a powerful means to explore the 

complex molecular mechanisms underlying many diseases (Chen, Shen and Sivachenko, 
2006; Liu et al., 2006; APA, 2006). Research efforts are now increasingly directed to 
better understanding the interactions between cellular components (proteins, genes, 
metabolites and so on) (Vidal, Cusick and Barabasi, 2011; Barabasi, Gulbahce and 
Loscalzo, 2011).  

In humans, the potential complexity of the resulting networks – the human 
interactome – is daunting, with the number of cellular components that serve as the nodes 
of the interactome easily exceeding 100 000. The number of functionally relevant 
interactions between the components of this network is expected to be much larger. With 
so much data available, the challenge is to integrate that information into a single 
meaningful interaction network.  

The highly interconnected nature of the interactome also means that at the molecular 
level, it is difficult to view diseases as being consistently independent of one another. 
Indeed, different disease molecular mechanisms can overlap, so that perturbations caused 
by one disease can affect other diseases (Barabasi, Gulbahce and Loscalzo, 2011). 

The systematic mapping of such networks has therefore culminated recently in the 
concept of the “diseasome”: disease maps whose nodes are diseases and whose links 
represent various molecular relationships among the disease-associated cellular 
components.  

Progress towards a reliable network-based approach – however promising – is 
currently limited by the incompleteness of the available interactome maps, and the need 
for powerful visualisation tools as well as statistical methods that are reliable in the 
context of interconnected environments (Barabasi and Oltvai, 2004). With continued 
advancements in data analytics, systems biology has the potential to yield a much more 
nuanced understanding of disease processes, and a greater personalisation of treatments. 
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Big data for early detection of neurodegenerative disease 
Conventional structural neuroimaging, such as computed tomography (CT) or 

magnetic resonance (MR), has long played a supportive role in diagnosing memory 
disorders, and is today recommended for the routine evaluation of Alzheimer’s disease 
(AD). However, because structural changes may not be detected at visual inspection until 
late in the course of the disease, more contemporary structural imaging techniques have 
emerged that aid in detecting subtle changes not readily apparent on routine images 
obtained at a single time point. These include positron emission tomography (PET), 
single photon emission CT (SPECT), and functional magnetic resonance imaging (fMRI). 

Functional magnetic resonance imaging in particular offers the promise of 
revolutionary new approaches to studying human cognitive processes, provided we can 
develop appropriate data analysis methods to make sense of the huge volumes of data. 
fMRI measures brain activity by detecting changes in blood flow and blood oxygen levels 
(the ratio of oxygenated haemoglobin to deoxygenated haemoglobin in the blood with 
respect to a control baseline), over time and at many individual locations within the brain. 
It is widely believed that the blood oxygen level is influenced by local neural activity, and 
hence it is generally taken as an indicator of that activity. 

A twenty-minute fMRI session with a single human subject produces a series of three 
dimensional brain images, each containing approximately 15 000 voxels, collected once 
per second, yielding tens of millions of data observations. Each voxel contains hundreds 
of thousands of neurons. 

Accurate quantification of changes in regional brain volumes is time- and labour-
intensive. If this limitation of fMRI-based methods can be solved via automation of scan 
analysis, such methods are almost certain to become useful tools for the early detection 
and monitoring of Alzheimer’s and other neurodegenerative diseases in patients. 

The Quantitative Imaging Network (QIN), driven by the US National Cancer 
Institute, grows out of this need to improve translational and clinical research in imaging 
sciences and technology. The network is designed to promote research in and 
development of quantitative imaging methods for the measurement of tumour response to 
therapies in clinical trial settings, with the overall goal of facilitating clinical decision 
making. Projects include the appropriate development and adaptation/implementation of 
quantitative imaging methods, imaging protocols, and software solutions/tools (using 
existing commercial imaging platforms and instrumentation), and application of these 
methods in current and planned clinical therapy trials. 

Sensor-based systems to monitor behavioural changes 
Sensor-based systems can also be leveraged to provide clues on emerging physical 

and mental health problems. Ubiquitous sensors have, for example, an increasingly 
important role to play in integrating a novel and less-biased window of cognitive and 
behavioural monitoring of older patients. These systems can also provide assistance in 
increasing the independence and security of people who have problems of memory, 
planning, and carrying out tasks in everyday life.  

For individuals with chronic conditions, unobtrusive home-based monitoring can 
result in better patient outcomes by allowing the physician to verify compliance with 
pharmaceutical regimens and activity-level guidelines to better understand the range of 
variation of patient outcomes. 
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For older patients, sensor-based devices can also be utilised to monitor falls and near-
falls, physical activity, socialisation, and even overall mobility. For example, wearable 
fall detectors that include accelerometers are a good example of information technology 
for assisted living at home (Brown, 2005). In most of these systems, a periodic report 
from the sensors is sent via wireless communication to a local base station.  

The biggest hurdle to overcome to make these approaches useful is the development 
of efficient and user-friendly data-flow processing and effective conversion of the sensor 
events into clinically actionable knowledge. Context awareness imposes significant 
demands on the knowledge maintained by these systems.  

Progress will thus depend on the development of robust algorithms and computational 
models that can fuse and derive meaning from the diverse sets of information. Key factors 
influencing scalability include: i) seamless integration and interoperability of the 
technology; ii) reliability of message capture, translation, and delivery to health care 
professionals and the amount of information transmitted per patient; iii) frequency of 
monitoring and transmission, and context awareness. 

Using social media to research population and public health 
Web- and mobile-based applications of social media are emerging as useful new 

approaches for the dissemination and collection of health and lifestyle information. They 
can reach a broad audience in a very short period of time; they are easy and affordable to 
access and use; and they cater to a wide variety of people.   

Online social communities, for example, provide a vehicle for individuals with 
chronic diseases to share information on therapies and disease progression. Participants 
contribute personal stories that provide learning experiences for other participants who 
may be contending with a similar health problem. Some online communities are 
moderated by health care professionals who can offer expert advice via message board 
posts or synchronous chat sessions. 

There is growing recognition that online communities not only provide a place for 
members to support each other, but also contain knowledge that can be mined for public 
health research, monitoring, and other health-related activities. By harnessing the power 
of global, widely disseminated user-generated content, social media is increasingly 
proving itself an important communication platform on health and disease, serving as an 
opportunity to collect data on patients’ experiences to guide policy and communication 
planning. At the same time, analytical uses of social networking data must protect the 
privacy of data subjects. A lack of adequate methods to respect privacy in the use of this 
data can be a barrier to that use. 

For example, the social network PatientsLikeMe developed a lithium-specific global 
data collection process to capture information about individuals suffering from 
amyotrophic lateral sclerosis (ALS) who were registered with the network and who began 
taking the drug off label via their physician (Wicks et al., 2011; CDC, 2009).  

ALS is a chronic condition for which neither randomised trials nor nonrandomised 
clinical studies have yet provided an effective therapy. It is a rapidly fatal 
neurodegenerative disease causing progressive weakness and muscle atrophy; median 
survival from symptom onset is 2-5 years. In 2008, a small study suggested that lithium 
carbonate slowed ALS. Once that study was published, hundreds of ALS patients on 
PatientsLikeMe began taking the drug, and a few used freely available tools such as 
Google spread sheets to “crowdsource”20 their own study. In response, PatientsLikeMe 
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upgraded its tools and developed new analytical techniques to evaluate whether lithium 
was effective (Wicks et al., 2011). 

The social network also regularly imports the complete data set from 
ClinicalTrials.gov to let its membership know (free of charge) about the 30 000+ active 
trials for which they may be eligible. Government agencies are also using social networks 
to engage the public – for example, during product recalls and pandemic preparations 
(e.g. in the H1N1 flu pandemic) and as resource for investigating drug-related activity 
such as off-label use, side effects, product safety, and patient opinions.  

Twitter (www.twitter.com) is also emerging as a suitable platform for this purpose. 
Twitter allows users to send and read short text-based messages limited to 140 characters, 
which contain a wealth of data. Mining these data provides an instantaneous snapshot of 
the public’s opinions and health-related behavioural or other responses. Longitudinal 
tracking allows identification of changes in opinions or responses. In addition to 
quantitative analysis, twitter also permits qualitative exploration of likely reasons why 
sudden changes have occurred (e.g. a widely read news report), and may indicate what is 
holding the public’s attention. 

Twitter content has been studied recently to track flu epidemics (Chew and 
Eysenbach, 2010) to assess public misunderstandings surrounding antibiotic use 
(Scanfeld, Scanfeld and Larson, 2010; Signorini, Segre and Polgreen, 2011 ; Sadilek, 
Kautz and Silenzio, 2012), and more recently to gain insights on how online users share 
information about dementia and the type of information shared (Robillard et al., 2013). 

There is also a large amount of literature proposing methods to extract useful 
information from online data-generated searches each day, including through Yahoo! and 
Google (Eysenbach, 2006). A Centers for Disease Control study conducted with Yahoo! 
in 2005 suggested that Internet searches for specific cancers correlated with their 
estimated incidence, estimated mortality, and volume of related news coverage. The 
authors concluded that “media coverage and prevalence appeared to play a powerful role 
in prompting online searches for cancer information” (Cooper et al., 2005). 

Although current Internet search query data are no substitute for timely local clinical 
and laboratory surveillance, recent studies indicate that the intensity of certain web 
queries on influenza and influenza-like illness follows the same pattern as the laboratory 
and sentinel reports for influenza, and that they can be used as additional input data for 
estimation models (Hulth, Rydevik and Linde, 2009; Eysenbach, 2007). 

In November 2008, Google Flu Trends was launched as an open tool for influenza 
surveillance in the United States. Engineered as a system for early detection and daily 
monitoring of the intensity of seasonal influenza epidemics, Google Flu Trends uses 
Internet search data and a proprietary algorithm to provide a surrogate measure of 
influenza-like illness in the population (Olson et al., 2013; Yin, 2012). The algorithms 
may still need to be refined however, as the journal Nature (2013a) reported in February 
2013 that Google’s Flu Trends data was significantly overestimating the number of 
influenza cases. Some researchers suggested that widespread news coverage led to spikes 
in influenza-related searches by people who were not ill (Nature, 2013a).  

Crowdsourcing health care innovation  
Crowdsourcing is emerging as a means to allow science to be conducted at scales of 

magnitude greater than before. It involves capitalising on the Internet and large groups of 
people, particularly via online Web 2.0 communities, to harvest “collective intelligence” 
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and accomplish tasks that might have traditionally been given to small research groups. 
Crowdsourcing is for example successfully being used by foundations and the public and 
private sectors for health research purposes such as to understand protein structure 
prediction and design.  

Crowdsourcing can process data quickly and on unprecedented scales and with better 
quality control than any individual or small research group can attain, given the large 
number of participants. Crowdsourcing therefore has cost and speed benefits; it may 
allow science to be conducted at scales of magnitude greater than before (thousands of 
research participants recruited in months versus years) and huge numbers of data points, 
the potential for new discoveries in the patterns of large data sets, and the possibility of 
near real-time testing and application of new medical findings. 

The success rate of crowdsourced innovation challenges is quite high, in some cases 
up to 40% – which is remarkable, especially since many “challenges” are generally put 
out on the web because they are, by definition, beyond the problem-solving ability of the 
organisation or the individuals posting them. Given its open, informal structure, 
crowdsourcing is inherently cross-disciplinary. In some cases, even gifted amateurs and 
people without direct experience with the problem provide valuable insights and solutions. 
However, at present there are several important unresolved ethical and legal issues that 
limit the use of crowdsourcing in health research (see also Chapter 5 of this volume): 

1. Crowdsourcing may accelerate the sharing of information, but careful attention 
must be paid to policy regarding privacy, security, data stewardship and personal 
control. Rapid developments in this area have outpaced regulatory frameworks, 
raising a number of concerns that range from the potential of modest risks to the 
privacy of participating individuals and to the quality assurance of the large 
streams of data generated to severe safety risks.  

2. Second, a range of new partnerships is emerging around these applications. There 
is a need to better understand this rapidly evolving ecosystem – the business 
models, the market potential and the related governance frameworks. This should 
be combined with the development of robust metrics for measurement and 
evaluation.  

Despite these challenges crowdsourcing is increasingly being used by public and 
private sector to address complex and challenging problems. In 2011, 1 920 000 results 
were returned for a Google search of the terms crowdsourcing & health, linked with an 
ampersand; in 2010 and 2009 the figure was 669 000 and 318 000, respectively. In 
January 2012, the term “crowdsourcing” in a PubMed search yielded 16 publications, 
13 of which were published in 2011 (Swan, 2012a). 

InnoCentive, one of the first companies to crowdsource in the chemical and biological 
sciences, today has more than 300 000 registered “solvers”, who stand to gain rewards of 
between USD 5 000 and USD 1 million if their solution works. Key to the success of 
InnoCentive’s crowdsourcing has been: i) a governance structure carefully designed to 
protect intellectual property from both the Seeker and the Solver perspective; ii) reduced 
barriers to participation so that the challenge scales quickly; and iii) global reach, 
increasing the likelihood of solutions coming from very unexpected directions. 

An illustration of public sector uses of crowdsourcing for health is the “Investing in 
Innovation (i2)” initiative of the US Office of the National Coordinator for Health 
Information Technology. The i2 program arranges challenge competitions to spur 
innovation in the developer community. These challenges, in which the winners are 



354 – 8. THE EVOLUTION OF HEALTH CARE IN A DATA-RICH ENVIRONMENT 

DATA-DRIVEN INNOVATION: BIG DATA FOR GROWTH AND WELL-BEING © OECD 2015 

awarded prizes, enable the sector to reach out to developers who have expertise in 
different fields: although they do not necessarily work in health IT, they can apply their 
knowledge from elsewhere to health IT issues. 

An ongoing challenge, developed in partnership with the US National Cancer 
Institute, asks developers to come up with tools and applications for cancer survivors. 
Applications arising from the ONC challenge programme are already widely used – 
including Humetrix’s iBlueButton, which enables patients to access and share their health 
records.  

Citizen science initiatives are also growing in importance, internationally and in the 
bioscience field; often they are associated with crowdsourced challenges. Citizen science 
generally refers to a network of people, many of whom may have no specific scientific 
training, performing research-related tasks, such as recording specific observations over 
time to reveal patterns and trends. The approach leverages what Shirky (2010) called 
“cognitive surplus”, referring to the vast amount of time that people collectively spend on 
activities such as watching TV.  

Citizen science projects often involve non-professionals taking part in one or more of 
the following: 

 crowdsourcing 

 mass participation 

 data collection  

 data analysis. 

Zooniverse, for example, works with researchers to design sites that present their data 
in a format that will permit the crowd help them achieve their objectives.21 Zooniverse 
has a community of over 850 000 people, who have taken part in more than 20 citizen 
science projects over the years. These initiatives support a form of “scientific 
democracy”, where data can be shared among and utilised by investigators in public and 
private sectors, policy makers, and the public. 

Foldit is another popular online citizen science initiative, in which individuals are 
scored on noting changes in protein structure. The game records the structure and the 
moves that the players make; scientists can capture the data that are then used to improve 
the game in every aspect, from the quality of the scientific results that are returned to how 
long people play the introductory levels that teach the game. The whole game is like an 
ongoing, continuous experiment.22 Foldit was successfully used to remodel the backbone 
of a computationally designed enzyme that catalyses the Diels-Alder reaction, bringing 
together two small molecules to form a particular kind of bond that the scientists were 
interested in making.23 This catalysis can be useful in building other kinds of small 
molecules, such as drugs and chemicals. Scientists went back and forth with the players, 
and in the end designed an enzyme that was about 20 times more efficient in catalysing 
the reaction than the one the scientists had begun with. Tapping into the vast cognitive 
surplus online and incorporating crowdsourcing in research, to both enlist the public’s help 
and engage public interest, holds tremendous promise for accelerating health innovation.  

DIYgenomics, established in 2010, leverages crowdsourcing and citizen science in 
order to produce preventive medicine. At present the focus of DIYgenomics is on linking 
genetic mutation with phenotypic evidence and personalised intervention in a wide range 
of studies. DIYgenomics has vitamin deficiency studies under way to investigate two 



8. THE EVOLUTION OF HEALTH CARE IN A DATA-RICH ENVIRONMENT – 355 

DATA-DRIVEN INNOVATION: BIG DATA FOR GROWTH AND WELL-BEING © OECD 2015 

possibilities.24 The first is that one or more genetic polymorphisms (e.g. mutations) may 
lead to current blood marker levels that are already out of bounds per recommended 
levels; the second is that simple vitamin supplementation may be able to restore blood 
markers to recommended ranges. DIYgenomics also has a study examining how genetic 
variants may be related to dopamine processing in the brain, and how this may impact the 
processing of memories. DIYgenomics moreover hosts a longitudinal ageing study 
aiming to establish personal baseline norms for 50 blood markers and their potential 
correspondence to 1 000 gene variants associated with ageing, and experimenting with 
personalised intervention. The study provides an opportunity to apply the dozens of 
genome-wide association studies (GWAS) that relate to general and specific conditions of 
ageing in a comprehensive preventive medicine approach. Genomic data are linked with 
corresponding measures of phenotypic biomarkers and interventions. The participants’ 
tasks are to complete an annual blood test (a comprehensive panel of approximately 
50 markers available through DirectLabs [USD 79] or another source) and, if willing, 
share the data with the cohort and self-experiment with relevant interventions. 
One thousand genetic variants are reviewed that have been linked to a variety of ageing 
conditions (Swan, 2012a, 2012b). 

Funding for crowdsourced and citizen science health studies comes from a variety of 
sources, including foundations, academia, the private sector and patient advocacy groups. 
“Next-generation research foundations” are finding crowdsourced cohorts suitable for 
their studies. This is especially true of foundations that are focused on genomics and 
personalised medicine – such as Sage Bionetworks, a non-profit research organisation 
based in Seattle. That organisation’s Alzheimer’s Big Data Challenges, the Global CEO 
Initiative on Alzheimer’s Disease (CEOi), and IBM’s Dream Team are examples of bio-
informatics crowdsourcing aimed at identifying the best multivariate set of predictors of 
cognitive decline and of neuro-protective genotypes.25  

The many concepts underlying crowdsourcing have been around for some time. But 
as the proportion of the world’s population with access to the Internet climbs, the 
potential for crowdsourcing to both generate data and help interpret data will grow. At the 
same time there are challenges that must be overcome to allow the generalised use of 
crowdsourcing to improve health research and health care. These need to be addressed 
through supportive policies and environments. The next section outlines the factors that 
support data-driven research and care. 

8.5. Critical success factors and policy priorities 

The most critical success factor for governments to realise value from investments in 
health data is data governance that is proactive, engaged and comprehensive. Such 
governance must be multi-sectoral, as the needs and conditions that would lead to a data-
driven health sector reach beyond the control of health ministries. This section reviews 
priorities for policy action. 

Minimising risks to the data subject’s privacy  
Collection and use of personal health data present a number of important risks to the 

privacy of individuals (Figure 8.3). These risks relate to the potential harm to individuals 
that could result from the misuse of their personal information. Losses to individuals can 
be severe and can include financial and psychosocial harm. Detriment to individuals can 
also produce a loss of public confidence in government and its institutions. Yet, there are 
equally significant risks to individuals and to societies when health information assets are 
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not developed, are unused, or are very difficult to use. These include a lack of evidence to 
detect and correct inefficient, ineffective and even harmful health care, and lost 
opportunities for research and innovation to improve health and health care outcomes. 

Figure 8.3. Risks associated with the collection and use of personal health data 

 
Source: OECD, 2013e. 
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differences in risk-benefit evaluations. 
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including enabling data linkages and developing databases from electronic health records. 
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The need for new consent models 
An important requirement prior to personal data collection for health research is to 

obtain patient consent. Explicit consent has become the pillar for protecting autonomy in 
research involving human subjects. The requirement for consent is underpinned by ethical 
principles of respect for persons. Consent is also the basis for data protection and privacy 
laws in most countries. Within the medical/scientific field, informed consent generally 
presumes the ability to indicate clearly to the participant the use and purpose of the 
particular research activity. While this is feasible for purpose-specific research, the new 
forms of biomedical research – and the ease with which multiple data from diverse 
sources can now be collected, stored, analysed and shared in greater volumes than ever 
before – renders provision of this type of information particularly difficult.  

In the case of biobanks, for example, where there are multiple researchers and 
research projects, it is difficult to obtain explicit consent for all future research uses at the 
time of research recruitment, as is required in the original formulations of the Declaration 
of Helsinki (World Medical Association, 1964). The declaration states that use for 
research purposes different from the original would require re-contacting large population 
groups to obtain a new consent, which is often impossible or impracticable. Re-
consenting is costly and time-consuming, and difficulty in locating people can result in 
high dropout rates. New approaches are clearly needed to meet ethical and legal 
requirements for consent and to accommodate the changes in data use and research 
practices.

A tiered or step-by-step consent approach has recently been adopted at Imperial 
College in the Chariot Register, a recently established cohort of over 20 000 healthy 
volunteers for the prevention of dementia and other age-related neurodegenerative 
diseases. Participants initially consented to be approached for individual observational or 
interventional studies, and were then offered a menu of options pertaining to such 
research uses, requests to re-consent, interest in returning results, etc. Other approaches 
recently proposed in the scientific literature include “adaptive” or “dynamic” models of 
consent forms, whereby (following the initial general consent) participants would be 
asked to re-consent for any “new” direction of travel/use of their data, potentially using 
web-based communication tools. This approach is dynamic because it allows interactions 
over time; it enables participants to consent to new projects or to alter their consent 
choices in real time as their circumstances change, and to have confidence that these 
changed choices will take effect (Kaye et al., 2014). 

A key role for data custodians 
Personal health data sets are in the custody of multiple organisations within countries, 

and legal frameworks and internal policies must be aligned to permit secure data sharing 
if big health data assets are to be brought together for research and statistics. Countries 
reported encountering difficulties in negotiating data-sharing arrangements among 
national organisations, with negotiations either unsuccessful or taking years to conclude 
(OECD, 2013e).  

Countries that have centralised processing of personal health data within a single or a 
small number of organisations have the advantage of avoiding the need for complex data-
sharing negotiations, as well as gaining efficiencies in data processing and data security 
protections. 
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These data custodians also play a central role in balancing data privacy protection and 
the use of data for monitoring and research, as they are responsible for the collection, 
processing, analysis and dissemination of personal health data. In many countries, data 
custodians are also responsible for vetting project proposals for the use of data from 
government and private entities; for maintaining the technical capacity to undertake data 
linkages; for maintaining a technical capacity for data de-identification; for providing 
data access modalities to internal and external researchers; and for ensuring that through 
all of their activities, the legal requirements for data security and data privacy protection 
are respected.  

Development of privacy-enhancing technologies 
Advances in techniques to ensure privacy through the design and development of 

privacy-enhancing technologies provide additional avenues to meet both health care data 
use and privacy protection needs (OECD, 2013e).  

The practice of data de-identification and data pseudonymisation are widely used 
across countries, particularly before data are made available for research and analysis. 
While de-identification involves the removal of key patient identifying information, such 
as names, patient numbers, exact addresses and key dates, pseudonymisation replaces key 
patient identifiers with a meaningless code that can, for approved purposes, allow re-
identification. An example of an approved purpose could be to conduct a new approved 
data linkage study with the same data set in the future. With this approach, a trusted party 
is usually employed to guard the key that enables data re-identification.  

Data de-identification techniques, however, rarely remove all risk that a data set could 
be manipulated or combined with other data to rediscover the identity of data subjects. 
Importantly, some countries have developed data governance mechanisms that provide 
added security to protect de-identified data. These include independent review bodies that 
evaluate data use proposals for public benefits and adequacy of data security; contractual 
agreements that bind data receivers to required data security and disclosure practices; and 
security audits and follow-up mechanisms to ensure compliance with contractual 
obligations. 

A few countries are pioneering alternatives to sharing de-identified data in order to 
further minimise data security risks. These include supervised research data centres, 
where authorised researchers analyse data within a physically secure location; and secure 
remote data access services, where authorised researchers enter a secure portal; there they 
can analyse data but cannot extract or otherwise remove data from the system (OECD, 
2013e).   

Engaging stakeholders  
In an OECD 2012 survey of 25 countries, 13 reported having involved groups of 

stakeholders in their efforts to govern the development and implementation of their 
national electronic health record system, either through the groups’ representation within 
the governing body or through consultation, or both. The groups included, for example, 
clinicians, pharmacists, professional associations, patients, insurers, IT professionals, 
lawyers and policy makers (OECD, 2013e). Engaging with all interested stakeholders 
would appear to be the best strategy for ensuring that all voices are heard and a consensus 
is reached on data use that respects privacy. Further, a public communication strategy that 
is open and transparent would go a long way toward demystifying data, opening data for 
monitoring and research, and generating positive public discourse about data risks and 
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utilities. Ideally, the strategy would enable all concerned stakeholders to know what data 
are being collected; how they are being used; how and with whom to apply for access to 
them; the conditions of approval; data security requirements; and details of the research 
projects that are approved.  

Even with strong communication with the public; a high degree of transparency 
regarding data uses; and strong governance to safeguard patients’ privacy in law and in 
practice, attention is needed to ensure that individuals who wish to restrict or withdraw 
their data from their contribution to research and statistics can reasonably do so. 
Strategies to enable individuals to exercise control over the use of their personal health 
data must be workable at the scale of population-level data collection, and in 
circumstances where there is a high volume of data and a high number of data use 
requests. Emerging techniques reported to the OECD in 2013 include the use of Internet 
patient portals, to request patient consent to data uses or to enable patients to opt out of 
data use. The portals provide information about data use that is broad enough to capture 
future uses for research and statistics that cannot be specified today, while being narrow 
enough to allow patients to fully understand the circumstances under which their data 
could be approved for use and how they would be protected throughout that use. 

Promoting open data and data commons 
Governments in several OECD countries have been engaged in initiatives to increase 

the openness and transparency of government data, including health data. Advocates for 
greater openness and transparency link the availability of government data and 
information to more socially inclusive service delivery; to participatory democracy; and 
to economic stimulation from the development of new products and services (Chapter 10 
of this volume). In 2011, eight governments (Brazil, Indonesia, Mexico, Norway, the 
Philippines, South Africa, the United Kingdom, and the United States) founded the Open 
Government Partnership, and announced their country’s action plan towards open 
government health data (UK Department of Health, 2012). This partnership has since 
grown dramatically, to 47 additional governments.  

In 2013, of the 20 countries participating in the OECD Health Care Quality Indicators 
(HCQI) survey, 12 indicated that their country is planning a policy or programme to 
promote open government health data. For most countries, this effort is part of a whole-
of-government initiative to provide citizens with a single entry point to government 
statistics, including health in the form of a web portal. In a few countries, this also 
includes developing mechanisms for citizens to more easily retrieve their own personal 
data. 

The Health Data Initiative in the United States aims to increase data availability and 
transparency in order to improve community health. In particular, the initiative provides 
access to a broad range of health data at the local, state and national level, disaggregated 
by socio-economic characteristics, standardised and documented to enable ease of use.26 
The US initiative also involves working with clinicians, information technology 
professionals, policy makers and citizens to develop software applications and tools that 
turn data into actionable information, be they smartphone apps, interactive maps, 
indicators, social networking sites or games, etc. (DHHS, 2013).  

In the United Kingdom, England launched a ten-year strategy to improve the National 
Health Service, public health and social care (UK Department of Health, 2012). An open 
government health data programme is an integral part of this strategy; it includes 
routinely releasing public service data sets in health to the public; providing health 
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service users with access to their own data; gathering and publicising health services user 
satisfaction and experiences data; engaging with data users to drive social and economic 
growth; and working to continuously improve data quality. The open government health 
data programme also connects with the overall strategy of the United Kingdom to 
promote open government data (United Kingdom, 2012).  

The Australian government also has an open government data initiative with the 
inclusion of some government health data, as do Canada and Italy.27 With its Digital 
Agenda for Europe, the European Commission is also promoting greater openness and 
reuse of government data, some of which is related to the health care system.28 This 
project includes establishing a website to disseminate data held by the European 
Commission, and work toward a pan-European portal for all data from the EU, as well as 
from national governments and regional and local governments in Europe.  

Building a new generation of health data scientists 
Data scientists with good communications skills, and clinicians and other health 

professionals at ease with numbers and computing, can work together to produce 
remarkable results. Developed from a health data initiative of the Institutes of Medicine 
and the Department of Health and Social Services in the United States, a new event called 
Health Data Palooza was held in 2012 and 2013.29 This event brings a diverse set of 
stakeholders together to discuss obtaining value from data. One of its key elements is a 
48-hour competition where teams of clinicians and IT professionals compete for prizes by 
developing an app, tool or product from analysis of US Medicare databases. At the same 
event, start-up and established companies can showcase products leveraging information 
value from health data. In 2013, 80 companies showcased new products.30 In England, 
events called NHS (National Health Service) Hack Days bring together clinicians, 
programmers and website designers. Some of their products that are now in use include 
Cell Countr, an app that provides haematology counts, and PatientList, an app that 
provides clinical task lists (Lewis et al., 2013)  

England plans to engage clinicians directly in developing tools to exploit the power of 
big data to improve the NHS (Lewis et al., 2013) There are plans to involve medical 
professionals, patients and NHS managers in the development of applications and tools 
by training them how to write computer code; the initiative is called Code-4-Health. The 
thinking is that clinicians and managers with some knowledge of code will be better 
equipped to work with IT professionals toward developing useful tools, and able to 
unleash their creativity and innovative ideas. It will also avoid the old style of computer 
applications development, where a detailed specification is given to a programmer who 
works alone to try to develop code to meet it, often to the dissatisfaction of the end user.  

Nonetheless, a scarcity of data scientists needs to be avoided through education and 
training initiatives, and such training needs to be responsive to the necessity of data 
scientists having the teamwork and collaboration skills to partner with health care 
professionals (Davenport and Patil, 2012). Adapting education and training programmes 
for other health care professions to ensure at least a minimum degree of skill development 
in statistics and programming is another worthy objective, both to build a generation of 
clinical data scientists and to increase appreciation for data and high-quality record 
keeping within the health care professional community (see further discussion on the 
skills implications of DDI in Chapter 6 of this volume). 
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Financial sustainability of big data projects  
Big data is a costly activity. As an illustration, the cost of implementing the Canadian 

longitudinal study on ageing – which includes the first wave of data collection, follow-up 
on the initial cohorts, and management – was estimated at CAD 23.5 million. Generation 
of big data (e.g. imaging, microarray, phenotypi data etc.) can include costly processes, 
requiring expensive consumables as well as specialised equipment and personnel for their 
generation. If for financial reasons these networks or databases are unable to perform 
their tasks under conditions that meet the requirements of scientific research, scientists 
will see valuable information either lost or transferred into a strictly for-profit 
environment. 

There is no magic bullet today with respect to the options or strategies required to 
achieve the long-term financial sustainability of big data projects. Financial sustainability 
is a critical issue for all big data initiatives – even those that are relatively more mature 
and directly funded by public sources.  

As ongoing financial support is uncertain, large data networks very often must seek 
out multi-source financing – for example, by charging fees to those who want to gain 
access to a specific data set and associated database. Varying fee structures can be applied 
for access, depending on the nature of the data, its status and use. Another model that 
appears to have great potential for the prolonged financial sustainability of big data 
projects is the public-private partnership. 

Increasing accessibility and sharing of existing data can be resisted due to mismatches 
in resources and incentives. Data collectors may not have sufficient resources to meet 
data access requests. Policies are needed that consider the bigger picture regarding the 
benefits of data use to improve innovation in treatment and care; they must provide 
incentive structures and resources that will enable key data holders to take part in making 
the necessary data available. 

Setting standards to enhance interoperability 
Standards and interoperability are central issues that must be addressed to advance 

big data in health care. While health care organisations have access to an ever-increasing 
number of information technology products, many of these systems cannot “talk” to each 
other and health information exchange remains a serious problem. If the systems cannot 
communicate, big data will not meet its potential in the health care system. Ensuring that 
electronic records can be transferred or shared among a patient’s primary care physician 
and specialists is an issue that has yet to be addressed. This problem is common to all 
OECD countries, even those where deployment of EHRs has proved particularly 
successful. 

In a networked environment, interoperability means common protocols defining the 
basic mechanisms by which users and resources negotiate, establish, manage and exploit 
data-sharing relationships. It means sharing not only data but anything that connects to 
the data’s production and processing, including computing tools, applications, methods, 
software, metadata, workflows across different platforms and, as mentioned above, even 
communication.  

There is, for example, a clear need to develop and promote international consensus 
standards for clinical information. The World Health Organisation has developed 
classification systems, which are essential for research and statistical reporting; however, 
these systems need to evolve to meet the needs of electronic clinical records and other 
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new forms of electronic data. Strategies to address a lack of standards for clinical 
terminology within electronic health records and to improve data quality and coverage 
include: laws or regulations requiring adoption and use of EHR systems that conform to 
standards; incentives and/or penalties relating to adoption and use; certification of 
software vendors; and quality auditing (OECD, 2013e; OECD, 2010). Many governments 
have set up specific bodies or agencies to co-ordinate standard-adoption activities, 
developing strategies at the national level. 

Nonetheless, EHRs are expected to have important limitations compared with a 
clinical research data set designed to follow a strict research protocol with standardised 
definitions and rules to optimise statistical analysis. Simply put, the actors involved in 
inputting the data to EHR systems are primarily motivated by very different incentives – 
such as simplifying notes for their own use and saving time – from those of clinical 
scientists gathering data for their own research. 

Technical solutions are on the horizon that could alleviate the burden of completing 
EHRs and address data quality problems. In particular, the advent of natural language 
processing (NLP) may enable health care providers to speak rather than to type; 
importantly, they may also require less personal knowledge of and competency with 
clinical terminology code sets (see Chapter 3 of this volume). This technology has not yet 
advanced sufficiently, however, for it to be widely adopted for use in EHR systems 
(Friedman, Rindflesch and Corn, 2013).  

Analytic techniques are also emerging, to better cope with heterogeneity among 
genome experiment data, and to enable data to be pooled for systems-level research. 
These techniques include Bayesian integration, which enables prediction of the 
probability of an interaction between gene pairs and quantifies the contribution of each 
experiment to the prediction (Greene and Troyanskaya, 2012). Nonetheless, global 
standards for genomic data that would facilitate research are needed (Nature, 2013b).  

The final area where standards are needed is in ensuring that observational health 
studies involving analysis of large databases follow scientifically sound methodologies. 
Certainly, the wealth of detail within electronic health records provides the ability to 
address challenges faced in the past due to an absence of information about important 
confounding factors. New methodological designs take this potential further and advance 
the science of comparative effectiveness research. These advances include sequential 
cohort studies, extensions of clinical trials with health record data, and modelling and trial 
simulation (Schneeweiss et al., 2011). 

Providing incentives, investments, and grants 
Options for stimulating the development and use of data abound. Eleven of twenty-

five countries indicated in 2012 that they have introduced incentives, penalties or both to 
encourage health care providers to adopt EHR systems that conform to standards and use 
structured data. Seven countries have also introduced incentives or penalties to ensure 
that health care providers keep their electronic health records up to date. Eight countries 
have implemented or were implementing legislation or regulations requiring health care 
providers to adopt electronic health records and/or to conform to clinical terminology and 
interoperability standards.  

The US National Institutes of Health recently launched the Big Data to Knowledge 
Initiative, providing grant funding to create centres of excellence in big data computing in 
the biomedical sciences. Objectives include developing new policies to encourage data 
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and software sharing; a catalogue of research data sets; data and metadata standards 
development; analytical software development; access to large-scale computing; 
engagement with users and software developers; increasing the number of computational 
and quantitative researchers; and strengthening the skills of existing biomedical 
professionals.31 Further, as was previously noted, the USD 1.1 billion in federal stimulus 
funding in the United States has had a profound impact on the development of 
comparative effectiveness research. Over the next four years, Horizon 20/20 – the 
scientific granting programme of the European Union – intends to fund health research 
projects that involve the collection and processing of data for large populations, for long-
term follow-up studies as well as studies to support the development of health data 
infrastructure (European Commission, 2015).  

As was also noted earlier, the advent of prize competitions as an incentive is a new 
tool being leveraged in some countries to mobilise the business, clinical and research 
communities toward the use of health data to solve challenges – largely through the 
development of new computer tools and applications.   

As decisions regarding investments in data infrastructure and analysis are taken, 
consideration should also be given to the balance between who is investing and who will 
receive the benefits from the investment. In situations where costs are borne by the state 
and benefits accrue to private sector businesses, compensatory mechanisms to share costs 
or to share profits should be considered. 

In summary, the evidence discussed in this section strongly suggests that the most 
important prerequisite for advancement of DDI is proactive and comprehensive data 
governance. The next section summarises the key findings from this chapter and 
describes how work at an international level could help countries make further progress 
toward data-driven health research and care. 

8.6. Key findings and policy conclusions 

Data-driven innovation in the health sector is already taking place. This chapter has 
presented examples from many countries of how the huge volumes of clinical, genetic, 
behavioural and environmental data that can now be generated are being processed, 
analysed and integrated to support patient care, health system management and research. 
These advances have yielded extraordinary insights into the natural history of diseases 
and their diagnosis, prevention and treatment. There has also been a rapid increase in 
medical devices that produce streams of personal health data, as well as data provided by 
patients through personally controlled patient records and patient social networks – 
sources from which the research potential is beginning to emerge. 

Data that encompass patients’ care pathways – that is, that capture patient treatment 
flows through the medical system based on diagnoses, procedures, drug events and the 
outcomes and costs of those pathways – have tremendous potential to uncover medical 
errors, avoid adverse drug reactions, detect fraud, improve adherence to clinical 
guidelines and develop effective treatments. Care pathway data can support both 
scientific knowledge generation and intelligence for health care policy making and 
management. They also increase opportunities for synergy and feedback between R&D 
activities and policy and management activities. Electronic health records are an 
important resource for data on clinical care, and can contribute to examining patient 
pathways and their outcomes.  
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The most critical success factor for governments to realise value from investments in 
health data is proactive, engaged and comprehensive data governance. Elements of data 
governance proposed include strategic planning; ensuring legislative and regulatory 
requirements that support planning; introducing effective data privacy and security 
practices; engaging all stakeholders in planning and governance; developing a new 
generation of data scientists; promoting global co-operation; setting standards for data 
quality; and providing financial stimulus toward data development and use.  

Countries that plan now for how they will harness the value of personal health data in 
a secure and regulatory-compliant fashion will have the opportunity to reap the 
considerable benefits of health care innovation, with the ensuing advantages of both high-
performing health care systems and growth in health care innovation. 

At an international level, the OECD will continue to support countries in 
strengthening their health information infrastructure and analytical capacity. Key 
opportunities for future international co-operation include: 

 exploring technical and legal modalities that enable global sharing, linking and 
analysis of data for health research and health system performance improvement  

 continuing support of countries in their quest to implement quality indicators to 
assess the performance of health services and systems through the OECD Health 
Care Quality Indicators (HCQI) programme 

 ongoing monitoring of country progress in the development and use of health 
data, and exploring country skill development and technical infrastructure 
capacities to support data analytics  

 reporting on emerging forms of health and wellness data, such as genetic data, 
medical device data and social media data 

 reporting on government investments in data infrastructure and big data research 
in health care and on any cost-sharing or profit-sharing arrangements with the 
private sector that have been introduced to finance this work  

 supporting the development of international coding standards for key elements of 
health data systems in collaboration with WHO  

 exchanging information about how laws protecting privacy are implemented in 
this area and promoting approaches that effectively protect privacy while enabling 
the use of data for health research and health system performance improvement  

 working with countries to identify good practices in data deposition, access, 
exchange and linkage to advance dementia and neurodegenerative disease 
research (OECD, 2013d). 
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Notes

 
1  The G8 Dementia Summit Declaration, released on 11  December 2013, is available at: 

https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/265869/2901
668_G8_DementiaSummitDeclaration_acc.pdf, accessed 7 May 2015. See also 
http://dementiachallenge.dh.gov.uk/category/g8-dementia-summit, accessed 7 May 2015. 

2  The Global Public Health Intelligence Network (GPHIN), developed by Health Canada in 
collaboration with WHO, is a secure Internet-based multilingual early-warning tool that 
continuously searches global media sources such as news wires and websites to identify 
information about disease outbreaks and other events of potential international public health 
concern. See www.who.int/csr/alertresponse/epidemicintelligence/en/, accessed 7 May 
2015. 

3  HealthMap, developed at Boston Children’s Hospital in 2006, uses online informal sources 
for disease outbreak monitoring and real-time surveillance of emerging public health 
threats. See www.healthmap.org/site/about, accessed 7 May 2015. 

4  Information on the i2b2 initiative is available at: www.i2b2.org, accessed 7 May 2015. 

5  Information on the eMERGE network is available at: https://emerge.mc.vanderbilt.edu, 
accessed 7 May 2015. 

6  Information on the Kaiser RPGEH Program is available at: 
www.dor.kaiser.org/external/dorexternal/rpgeh, accessed 7 May 2015. 

7  Information on the Million Veteran Program is available at: 
www.research.va.gov/mvp/default.cfm, accessed 7 May 2015. 

8  Information on STRIDE is available at: 
https://clinicalinformatics.stanford.edu/research/stride.html, accessed 7 May 2015. 

9  Information on the i4health network is available at: www.i4health.eu, accessed 7 May 2015. 

10  Information on EMIF is available at: www.imi.europa.eu/content/emif, accessed 7 May 
2015. 

11  Information on the European Translational Information and Knowledge Management 
Services (eTRIKS) is available at: www.etriks.org, accessed 7 May 2015. 

12  Information on the Integrative Cancer Research Through Innovative Biomedical 
Infrastructures (INTEGRATE) is available at: www.fp7-integrate.eu, accessed 7 May 2015. 

13  A Next-Generation, Secure Linked Data Medical Information Space For Semantically-
Interconnecting Electronic Health Records and Clinical Trials Systems Advancing Patients 
Safety In Clinical Research (Linked2Safety). Information is available at: 
www.linked2safety-project.eu, accessed 7 May 2015. 

14  Information on the Scalable, Standard based Interoperability Framework for Sustainable 
Proactive Post Market Safety Studies (SALUS) is available at: www.salusproject.eu, 
accessed 7 May 2015. 
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15  Information on the Translational Research and Patient Safety in Europe (TRANSFoRm) is 

available at: www.transformproject.eu, accessed 7 May 2015. 

16  Information on the European Collaboration for Healthcare Optimisation is available at: 
www.echo-health.eu, accessed 14 September 2013. 

17  Information on the CONCORD Programme is available at: 
www.lshtm.ac.uk/eph/ncde/cancersurvival/research/concord, accessed 26 January 2015. 

18  Information on CancerLinQ is available at: www.asco.org/institute-quality/cancerlinq, 
accessed 7 May 2015. 

19  Similar conclusions were reached in the 2014 EC Green Paper on mHealth: 
http://ec.europa.eu/digital-agenda/en/news/green-paper-mobile-health-mhealth, accessed 
7 May 2015. 

20  Crowdsourcing is “the practice of obtaining needed services, ideas, or content by soliciting 
contributions from a large group of people and especially from the online community” 
(Merriam-Webster, 2014). 

21  Information on Zooniverse is available at: www.zooniverse.org/ (accessed 26 January 
2015). 

22  In Foldit puzzles, for example, players are rewarded for solving clashes and voids, places 
where the protein is not consistent with known biochemical patterns. Players are able to 
build a hypothetical protein and see how it works in the game. The game’s score is based on 
a proxy for how well the protein would work in a laboratory; whether it can catalyse some 
reaction that the scientists are interested in; or how well the protein sticks to some part of a 
virus – or even, in the case of the Symmetry puzzles, how well the protein sticks to itself. 
Solutions that are promising are then synthesised in the laboratory. 

23  Information available at: www.nature.com/nbt/journal/v30/n2/full/nbt.2109.html, accessed 
7 May 2015. 

24  Information on these studies is available at: http://genomera.com/studies/vitamin-d-study, 
accessed 7 May 2015. 

25  Information on Sage Bionetworks is available at: http://sagebase.org/about-2/, accessed 25 
May 2015. 

26  For information on HealthData.gov, see: www.healthdata.gov/ (accessed 30 September 2013). 

27 For information on the initiative: in Australia, see http://data.gov.au/ (accessed 
27 September 2013); in Canada, see http://data.gc.ca/eng; and in Italy, see www.dati.gov.it/ 
(accessed 27 September 2013). 

28  For information on the Digital Agenda, see: http://ec.europa.eu/digital-agenda/en/news/commission-
welcomes-member-states-endorsement-eu-open-data-rules, accessed 27 September 2013.  

29 For information on the event’s history, see: http://healthdatapalooza.org/history-of-the-health-
datapalooza/, accessed 17 September 2013.  

30  For details on that year’s event, see: www.whitehouse.gov/blog/2013/06/07/health-
datapalooza-iv-tops-huge-year-health-data-liberation-innovation, accessed 20 September 
2013. 

31 For information on the Big Data to Knowledge Initiative, see: 
http://bd2k.nih.gov/about_bd2k.html#areas, accessed 23 September 2013. 
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