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Chapter 2 
What Counts and What Should Count as Evidence 

Thomas Cook, Northwestern University 
Stephen Gorard, University of York 

 

In this chapter, we present our views on the place of experimental design in evidence-
based policy-making and practice. Learning where we agree should help readers identify 
where they can be relatively confident about method choice. Learning where we disagree 
may help them identify which method choice decisions remain problematic, and where 
maximal caution is required in evaluating claims about new knowledge for improving the 
outcomes from education. 

Introduction 

The main issue we address in this brief chapter is the place of experimental design in 
evidence-based policy-making and practice. We were asked to write this chapter because 
one of us, Thomas Cook, has written widely on randomised control experiments in 
education (Cook and Campbell, 1979; Cook, 2002), detailing their merits, outlining the 
assumptions and threats to validity associated with them, and listing and refuting most 
objections usually raised to doing them while accepting some. The other of us, 
Stephen Gorard, is probably better known for writing about the value of mixing methods 
of different kinds (Gorard, 2001; Gorard with Taylor, 2004). Our difference in research 
emphasis speaks to a vexing issue of method choice that currently bedevils the 
educational research community as it seeks to ground education policy decisions in better 
evidence. As usually framed, the issue is: Should policy-centered education research be 
predominantly experimental or based on mixed-method studies? As will become clear, 
our positions are quite similar when we address such general propositions. But we differ 
in some particulars of great importance for deciding which kinds of education research to 
commission in order to improve the policy yield of education research. Learning where 
we agree should help readers identify where they can be relatively confident about 
method choice. Learning where we disagree may help them identify which method choice 
decisions remain problematic and where maximal caution is required in evaluating claims 
about new knowledge for improving the outcomes from education. Each of us will first 
individually present some research principles and propositions, and we then later draw 
together our areas of agreement and difference.  
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Thomas Cook’s propositions 

1. Educational policy speaks to many different kinds of issue and question, most 
associated with different method preferences. So, comprehensive “evidence-
based research must be multi-method”.  

Among other issues, educational policy has to be concerned with “who gets what?”; 
“what does a given educational service cost?”; “what is classroom life like?”; “how well 
are students performing?”; “how are teachers trained?”; and “what works to improve 
student performance?”. The majority of these questions are descriptive; only the last is 
explicitly causal. Theorists of method in the social sciences broadly agree that the best 
methods for dealing with non-casual issues require theory, ethnography, interviews and 
surveys, among other methods. Experiments hardly help. If educational research is to 
speak to the comprehensive knowledge needs of the education policy community, it can, 
should and must involve multiple methods. Framing the issue as a choice between 
experimental or mixed methods is silly. Even questions that seem purely causal at first 
glance are embedded within contexts where we also need to know: “who gets the new 
educational practice under evaluation?”; “what does the program cost?”; “which social 
values does the intervention speak to?”; and so on. Even the major institutional advocate 
of experiments today, the Institute for Educational Sciences of the United States 
Department of Education, routinely commissions experimental evaluations that also 
include theoretical analysis of the programme under review and observational measures 
of programme implementation. It also funds many, and some very large, non-
experimental surveys of educational resources and performance, like the National 
Assessment of Educational Progress (NAEP). Arguing for mixed method research is 
anodyne, given the heterogeneity of knowledge needs in education and the research 
design practices of even the most passionate advocates of experiments. The debate needs 
to be framed differently: about (1) the priority to give to causal versus non-causal issues 
in educational research today; and (2) when causal questions are central – and only then – 
the priority that should be given to randomised control experiments versus other causal 
methods. I address these two basic themes in the points below. 

2. Causal questions have a special importance in educational policy research.  

My rationale for this assertion is that policy makers are selected or elected to make 
decisions. These decisions often touch on how to change schools and colleges to raise the 
performance of teachers and students. This is always a pressing concern, but especially in 
nations where comparative studies like PISA indicate disappointing levels of average 
performance. But even in nations currently doing well, novel ideas are needed if they are 
to maintain their relatively high standing. Where are these ideas to come from, and how 
should they be tested before being implemented on a broad scale? I believe many 
descriptive issues are important in education; but identifying “what works” deserves a 
special status among the concerns of those accountable for the quality of educational 
performance, as does learning about “what works” in the most secure ways. Moreover, I 
also believe that the need to learn what works is especially acute right now, raising even 
more the priority of gaining accurate causal knowledge in education. The main reason for 
believing this is immediately below. 
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3. The causal knowledge now being generated in education is inadequate for 
providing a secure stock of knowledge about effective educational practice. 

Empirically-based causal assertions are rampant in today’s educational research, very 
few of them the product of experiments. How valid are they in general? No definitive 
answer is possible, given that an answer depends on the very standards of evidence that 
are in contention among educational researchers today. But in the countries I know best – 
the United States, the United Kingdom, France and Germany – no secure body of 
literature exists that policy makers can rely upon to learn what should be changed in 
schools in order to improve student achievement and social behavior. Cacophonous 
claims about effective practices abound. But we will later see that their technical warrant 
is generally weak when evaluated by the most widely accepted causal methods in 
statistics and across the social sciences as a whole, as opposed to the standards currently 
operating in large parts of the educational research community. When the fundamental 
values buttressing policy choices are at issue, all educational policy makers should 
welcome active dispute since contention about values is the mother’s milk of democracy. 
But to welcome dispute about the effects of discrete educational practices is another 
matter. Evidence-based policy depends on a reasonably clear research-based consensus 
about effective practices as one central input into decision-making, though all decision 
makers realise that total consensus is impossible. Yet typically decision makers do not get 
even an approximation to consensus. Some decisions have been endorsed by education 
researchers in the past and were widely disseminated without much quality research 
evidence to back them up. Some of these turned out to be quite disastrous – e.g., new 
math and whole language reading instruction. I believe that causal issues are central to 
educational policy and that the causal knowledge generated by educational researchers to 
date has generally not been trustworthy. So the key is to learn more about what works in 
education. One proposal to do this involves radically increasing the incidence of random 
assignment experiments, since in Cook’s (2002) review of the relevant literature they 
constitute from 1% to 5% of all the educational research studies that claimed a causal 
finding. Why stress experiments? 

4. For answering causal questions, the randomised experiment is well 
warranted theoretically and empirically. 

The theoretical warrant for experiments comes from a minor variant on the same 
statistical theory that undergirds the highly successful survey research industry. This 
minor variant uses statistical theory to create, not a single sample that formally represents 
the population from which it was drawn, but two or more samples that represent the same 
population, whatever it might be. Since the groups so created are initially identical on 
expectations, any final difference between them must be due to whatever intervention one 
group had that the other (or others) did not. However, this is not the only warrant for 
experiments. Over the last decades we have had considerable experience implementing 
them in sectors other than education and even some experience in education, albeit 
primarily in the United States. We are fast learning how to improve their implementation 
in order to regularly meet all the assumptions the method requires. The survey research 
industry could not exist without both a statistical theory and decades of wisdom (much 
from small-scale experiments) about how to implement surveys so as to reduce bias. The 
needed statistical theory already exists for experiments, and knowledge is being quickly 
accumulated about how to implement them more often and better (Cook, 2002). I do not 
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want to argue that experiments are perfect, only that they are superior to their current 
alternatives. Their imperfections are of several kinds. 

5. The valid causal interpretation of experiments depends on assumptions 
being met.  

To produce unbiased causal results experiments require several assumptions that are 
routinely described in method texts. The major ones are that a correct random assignment 
procedure is chosen; that it is correctly implemented; that no differential attrition occurs 
across the groups being compared; and that contamination of the intervention details from 
one group to another is minimal. Also, the analysis of experiments depends on standard 
statistical assumptions being met, as do other causal studies too. Each of these 
assumptions can be violated, but methodologists know about them and about how to 
avoid or limit their influence in complex settings like schools and colleges. However, 
while many educational researchers know about the necessary statistical theory, far fewer 
of them are experienced in implementing experiments so that their assumptions are 
demonstrably met in school-based research, and on a quasi-automatic basis (Cook and 
Foray, in press). Experiments are only sufficient for unbiased causal knowledge when the 
above assumptions are demonstrably met, and meeting them is not difficult for those with 
experience conducting experiments. 

6. Being limited in their capacity to generalise causal findings, experiments do 
not always answer the question of greatest policy relevance. 

Many experiments are limited to those schools, teachers or students that agree to 
whatever treatment they are assigned by chance (Cook, 1991). The causal findings so 
generated will be bias-free, but only apply to those who volunteer for a random 
assignment study. Other types of causal study will also depend on volunteers, but not 
necessarily volunteers of the same kind. Experiments have other restrictions to their 
generality. They do not guarantee that any obtained effects will hold in the future; and the 
effects of an intervention may change if it is implemented on a much broader scale that 
leads to different causal processes being involved in the smaller experiment than in the 
extrapolation to, say, an entire nation. Once again, though, these restrictions apply to 
varying degrees to other kinds of causal study too. The limited generalisation of findings 
from single experiments helps explain why advocates of experiments prefer policy to 
depend on multiple experimental studies, each with a different population of persons, 
settings and times as well as on different ways of instantiating the intervention and 
measuring the outcome. Alternative causal methodologies are also limited in their 
capacity to generalise, although not all in the same ways as experiments. What are these 
alternatives? And how good are they? We must answer this to support the claim that 
experiments are marginally superior to their alternatives, albeit not perfect. 

7. In human history, valid causal knowledge has often come from 
non-experimental and non-quantitative sources.  

It would be preposterous to maintain that experiments are necessary for causal 
knowledge. Our ancestors learned about the causal effects of making fires millennia 
before there was formal experimentation. And scholars knew that out-group threats 
usually cause in-group cohesion long before R.A. Fisher created the first formalisation of 
experimental design. The case for experiments is that they are needed for detecting 
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effects that are smaller than many of the others humans have learned about in the past. 
We have learned from studies of educational performance net of various student 
background characteristics that, within the limits of the models used, schooling effects are 
indeed very small and swamped by individual differences, particularly familial and 
psychological ones, not to speak of the genetic ones still to be examined in detail 
(Coleman, 1966; Jencks, 1972). This may be why the Institute for Educational Sciences 
designs its evaluations to detect achievement gains of 1/5th of a standard deviation – 
typically over several years and thus equivalent to a total of about one year’s change in 
growth over these years. As important as such effect sizes are, they are not obviously 
“large” and are manifestly far from transformational. Experiments are also needed 
because many educational practices that might be effective are enmeshed in real-world 
school or college life within complex systems involving many other variables. This 
makes it difficult to identify the unique causal role of any one educational practice, or set 
of practices, unless these practices have first been isolated and then systematically varied. 

8. In social science, experiments are not the only method known from theory to 
be capable of generating unbiased causal knowledge.  

Four alternatives to the experiment are known to generate unbiased casual inferences 
under certain conditions. (1) From statistical theory and comparative empirical research 
reviewed in Cook (in press) and in Cook and Wong (in press), we know that regression-
discontinuity studies can produce the same causal estimates as experiments. These studies 
depend on an educational resource being distributed according to an eligibility score 
along some quantitative continuum, often a specific level of need or merit but sometimes 
a specific date of birth or order of applying for the service under review. The key is that 
everyone on one side of the eligibility score receives the service and those on the other 
side do not. (2) We also know from theory that instrumental variable approaches can 
result in unbiased causal inference when an instrument is found that is correlated with the 
treatment but not with errors in the outcome (Angrist, Imbens and Rubin, 1996). We also 
know that casual inferences are unbiased if (3) the process of assignment to treatment is 
perfectly known or (4) the outcome is perfectly predicted (Cronbach, 1982).  

9. These theoretically unbiased alternatives have assumptions that cannot be as 
clearly met in actual research practice, making them technically inferior to the 
experiment. 

Regression-discontinuity has less statistical power to detect effects than the 
experiment (Trochim, 1984), and it depends on strong assumptions about the functional 
form of the relationship between the assignment variable and outcome (Rubin, 1977). As 
for instrumental variables, it has proven very difficult to find many of them that meet the 
requirement of being uncorrelated with the outcome – the ironic exceptions being random 
assignment (Angrist, Imbens and Rubin, 1996) and regression-discontinuity (Hahn, Todd 
and VanderKlauuwe, 2001). Most causal claims to date using such instruments, 
particularly in economics, have been hotly contested and thus limit our confidence that an 
instrumental variable approach can be widely used to promote causal inference. Both 
random assignment and regression-discontinuity derive their intellectual warrant from the 
fact that the process of assignment into the different treatment conditions is completely 
known and hence easily modeled. This is not the case with quasi-experiments or non-
experiments where attempts are made to model the treatment assignment process. 
Empirical research on attempts to do this via selection models (Heckman, 1979) and 
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propensity scores (Rosenbaum and Rubin, 1984) shows that these statistical tools nearly 
always fail to recreate the results of experiments that share the same intervention group 
and so vary only in how their control group is formed – at random or not (LaLonde, 1986; 
Glazerman, Levy and Myers, 2003; Cook, Shadish and Wong, 2007). So full knowledge 
of the treatment assignment process has not yet turned out to be a viable and practical 
causal tool. And it is almost always impossible in actual research practice to totally 
predict any educational outcome, even when schools are the unit of study. The foregoing 
implies that the main case for preferring experiments is that they are practically superior 
to the other causal methods known from theory to be unbiased. 

10. Many other methods are also currently used for supporting claims about 
what works in education, but they are generally inferior because they do not 
enjoy an independent theoretical or empirical warrant as unbiased.  

A great array of other methods is used to justify causal claims in education. They 
range from site visits to countries that are performing well in PISA through to highly 
statistical difference-in-differences or causal modeling studies. Also included are 
ethnographic accounts, secondary analysis of survey data, and quasi-experiments. None 
of them enjoys an independent and theoretically infallible warrant sufficient to justify the 
causal knowledge gained. The shortfalls are many and vary by method. Suffice it to note 
here that Campbell and Stanley (1963) and its successors (Cook and Campbell, 1979; 
Shadish, Cook and Campbell, 2002) have detailed many threats to the validity of causal 
conclusions that are associated with even the better of these study types. Moreover, 
Glazerman, Levy and Myers (2003) have documented how practice among economists, 
including some who work in education, regularly fails to produce the same results as 
experiments that share the same treatment group. The absence of both a theoretical and 
empirical warrant for the many types of study from which causal conclusions are 
regularly drawn in education today could well be a major reason why so many causal 
claims have failed to stand up to hard scrutiny and have not led to clear cumulative 
learning about what works.   

11. In many sectors where policy is currently made, experiments enjoy more 
credibility than other kinds of causal study.  

This is the case in health, public health, agriculture, the prevention sciences, criminal 
justice, and legal studies of compliance with gender- and race-based hiring laws. And 
even in survey research, improvements to practice have often depended on experiments. 
They are also common in research on early childhood education in the United States 
where Congress requested that its largest national programme, Head Start, be evaluated 
experimentally. Also, the pre-school studies regularly cited to promote the “universal 
preschool” policy in the United States are held in such high regard because they are 
experimental and involve decade-long effects on children’s lives (Schweinhart, Barnes 
and Weikart, 1993; Reynolds et al., 2001; Ramey and Campbell, 1991). To advocate 
against randomised experiments requires a compelling argument that schools are 
systematically different from institutions in other sectors in ways that either make 
experimentation infeasible or bias the results obtained. Such advocates also have to 
explain why experiments are common both in pre-schools and in school-based research 
with prevention rather than academic achievement outcomes. It is important to note that 
experimentation does not exist in a vacuum.  
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12. Any single experiment assumes prior knowledge that need not itself be the 
product of experiments.  

Experiments require prior substantive theory and the experience of persons 
knowledgeable about what is feasible in school life. They also require the availability of 
good measures of the preferred outcomes, or the ability to construct such measures. 
Further, they require at least local political and administrative support for the study. And 
finally, they depend on prior causal studies. These can be experiments, but need not be so 
in order to confer marginal advantages for constructing future experiments. For instance, 
statistical power calculations depend on variance estimates from other studies, as do 
bigger picture issues like how an intervention is conceptualised, chosen and implemented. 
All experiments build on the shoulders of prior scholars in theoretical and applied fields. 
They do not exist in a methodological vacuum, and experimenters are not a new 
priesthood that can afford to declare itself independent of educational research’ past. 

13. Having information from experiments does not guarantee that this 
information will be used in policy debates, and certainly not used to form a 
decision. 

Although experiments give a marginally superior causal answer compared to other 
methods, this does not guarantee that these results will be more often used in debates 
about educational change. And when evidence from experiments is used, it certainly does 
not mean that they will alone shape policy decisions. The history of educational research 
is replete with examples of study results not apparently used; and in democracies 
decision-making does, and should, depend on many factors other than scientific 
knowledge alone. 

14. But having scientific information from experiments probably increases the 
odds of the information being used in policy debates.  

It is difficult to argue this point for education today, given the recent history of 
school-based experiments with random assignment. However, in other fields of study, 
causal results from experiments are routinely preferred over the results from other kinds 
of study. This is especially true in medical, public health and prevention contexts, and 
also when the results from multiple studies are synthesised in search of an effective 
policy option. Indeed, it is standard practice in meta-analyses to analyse the results from 
experiments separately and to add non-experimental results to the review only if their 
average effect size does not differ from that from experiments (Cook et al., 1992). This is 
even the case in those rare educational instances where a very large number of studies of 
an intervention exist, creating enough experiments to analyse separately even if they are 
but a tiny fraction of the whole corpus of studies – for two instances in early childhood 
reading, see Ehri (2001a and b). In more qualitative review contexts, at least in the United 
States, expert panels commissioned to review the literature for a governmental agency 
often pay special attention to the experiments in formulating conclusions for policy 
consideration within a government agency, deliberately giving them more weight than the 
non-experimental evidence. 

In conclusion, the argument is that learning “what works” is crucial in educational 
policy-making, and that it is especially a problem today. This is because we have failed 
over the last 30 years to accumulate a secure body of knowledge about effective 
educational practices. So I believe that the case for more causal research is clear – that is, 
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relative to other kinds of study with a claim on educational research funds. To do more 
experiments does not mean that only experiments are valuable and that only they should 
be funded. But it does mean that they deserve, at least temporarily, a higher profile than 
they received over the last 30 years or so. But only if the causal studies provide more 
secure causal knowledge of what works, and the best method for achieving this involves 
doing experiments, given their independent warrant in statistical theory and also in past 
practice in sectors outside of school-based education. Experiments are not perfect. But no 
other method currently exists that does as well, and this is broadly acknowledged in 
sectors other than education. But it is also acknowledged in two sectors with close links 
to traditional education – in research on cognitive outcomes in pre-schools and on 
prevention outcomes in research in schools. Experimentation is not a novelty in school-
based research; merely something whose sphere of application needs to be extended to 
meet a commitment to learn more about what works in a context of international crisis 
about educational performance levels in many larger countries. 

Stephen Gorard’s propositions 

Like Tom Cook, I shall set out a number of summary propositions. Interested readers 
can trace the further basis for these propositions in my research writings – examples of 
which are provided. In my own writing I am concerned with education as an area of 
public policy, including pre-school, post-compulsory, and adult, provision, whereas Tom 
Cook writes for the context of schools. I see no reason why this difference should affect 
our methods approach. 

1. A key ethical concern for those conducting or using publicly-funded 
education research ought to be the quality of the research, and so the 
robustness of the findings, and the security of the conclusions drawn. 

Until recently, very little of the writing on the ethics of education research has been 
concerned with quality. The concern has been largely for the participants in the research 
process, which is perfectly proper, but this emphasis may have blinded researchers to 
their responsibility to those not participating in the research process. The tax-payers and 
charity-givers who fund the research, and the general public who use the resulting 
education service, have the right to expect that the research is conducted in such a way 
that it is possible for the researcher to test and answer the questions asked. Generating 
secure findings for widespread use in public policy could involve a variety of factors 
including care and attention, sceptical consideration of plausible alternatives, independent 
replication, transparent prior criteria for success and failure, use of multiple 
complementary methods, and explicit testing of theoretical explanations through 
randomised controlled trials or similar experimental designs (Gorard, 2002a). 

2. It is helpful to consider the research enterprise as a cycle of complementary 
phases and activities, because this illustrates how all methods can have an 
appropriate place in the full cycle of research.  

Experimental designs, like in-depth work or secondary analysis, have an appropriate 
place in the cycle of research from initial idea to development of the results. The main 
reason to emphasise experiments at this point in time is not because they are more 
important than other phases in the cycle, but because they represent a stage of work that is 
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largely absent in education research. If nearly all of education research were currently 
conducted as laboratory experiments then I would be one of the commentators pleading 
for more and better in-depth work or secondary analysis, for example. Other weak points 
in the cycle are currently the systematic synthesis of what we already know in an area of 
work, the design or engineering of what we already know into usable products for policy 
and practice, and the longer-term monitoring of the real-world utility of these products 
(Gorard with Taylor, 2004; Gorard, Rushforth and Taylor, 2004). 

3. Working towards an experimental design can be an important part of any 
research enterprise, even where an experiment is not envisaged or even 
possible. 

Sometimes a true experiment, such as a large randomised controlled trial, is not 
necessary, and sometimes it is not possible. An experiment is not necessary in a variety of 
research situations, including where the research question does not demand it, and where 
a proposed intervention presents no prime facie case for extended trialling. An 
experiment may also not be possible in a variety of research situations, including where 
the intervention has complete coverage, or has already been implemented for a long time, 
and where it would be impossible to allocate cases at random. However, a “thought 
experiment” is always possible, in which the researcher considers no practical or ethical 
constraints except answering the research question as clearly as possible. In then having 
to compromise from this “ideal” to conduct the actual research, the researcher may come 
to realise how much more they could be doing. There might then be more natural 
experimental designs, more practitioner experiments, and surely more studies with 
appropriate comparison groups rather than no explicit comparison at all (a situation which 
reviews show is the norm for UK academic research in education). There might also be 
more humility about the quality of the findings emanating from the compromise design 
(Gorard, 2002b, 2003a). 

4. Part of the problem of research quality lies in traditional research methods 
training and “experts”. 

In the United Kingdom, traditional methods training for new researchers in university 
departments of education generally starts by introducing students to differences between 
types of research, and emphasising the purportedly incommensurable values underlying 
the variety of approaches to discovery. Most obviously, researchers are introduced to a 
supposed paradigmatic division between “qualitative” and “quantitative” studies in a way 
that encourages methods identities based on a choice of only one of these “paradigms”. 
This leads many of us to indulge in paradigmatic strife, or write off entire fields of 
endeavor – as being “positivist”, for example. Some commentators try to heal these 
schisms after they have been created, but there is a shortage of texts and training 
resources that take the far superior approach of assuming that there is a universal 
underlying logic to all research. Such an approach leads from the outset of training to a 
focus on the craft of research, thus bringing design, data collection, analysis, and 
warranting results to the fore, leaving little or no place for paradigms (Gorard, 2003b, 
2004a). 
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5. Part of the problem of research quality lies in a lack of appropriate use of 
numbers. 

One of the main reasons why there is not more mixed methods education research is 
clearly that there are few researchers willing and able to work with numbers. Since 
experimental designs are seen by many, incorrectly, to be “quantitative” in nature, this 
could also be part of the reason for the lack of experimental work. There may be a 
number of influences at play here, including poor maths teaching in schools, lower ability 
of social science students in comparison to other disciplines both in terms of maths and 
perhaps also overall, the selection of methods courses by students in terms of perceived 
ease, and the widespread misunderstanding that being a “qualitative” researcher means 
never having to deal with numbers. However, I am coming increasingly to the view that a 
major share of the blame lies with “quantitative” researchers. They seem to prefer 
devising more and more complex methods of analysis rather than devoting their energy to 
creating higher quality datasets that are easier to analyse. They often present their 
research in exclusive and unnecessarily technical ways. They generally assume, 
incorrectly, that numbering is the same as measuring, that reliability is the same as 
validity, that probabilistic statistics can be used with purposive samples or even with 
population figures, and that any use of numbers must be based on sampling theory. This 
is not the way forward (Gorard, 2006a, 2006b). 

6. Part of the problem of research quality lies in an unwillingness to test our 
cherished theories. 

Another element of the methods crisis stems from our love of specific theories, and 
our consequent unwillingness to test them for failure. A typical piece of evaluation in UK 
education is either commissioned by, or conducted by, those responsible for the 
programme being evaluated. There may then be pressure from funders to “finesse” the 
results. I have certainly been contacted by evaluators seeking some new kind of analysis 
that will gainsay the surface findings, and which will support instead their underlying 
belief that the programme must be being effective. This is no different, in principle, to the 
dredging of data that goes on shamelessly post hoc in other forms of research as well. I 
have also experienced far too many cases in which researchers simply make up or distort 
data in order to help preserve their prior beliefs. Some methods experts actually advise 
researchers to “take sides” before conducting research, and not to publish negative or 
otherwise unhelpful results. Of course, it remains true that the evidence-based approach 
to policy-making and practice is itself untested in education, and still far from fully 
satisfactory in fields such as health sciences. But this is a reason to test it, not to reject it 
out of hand (Gorard, 2004b; Gorard and Fitz, 2006). 

7. Much of the solution lies in greater scepticism, because the problem is not 
really one of methods at all. 

Some of the criticism of education research during the 1990s was concerned with 
relevance. But education is a very applied field of research. I do not find much published 
research that has no relevance to some important or useful component of education. The 
criticism is more properly about the poor quality of much research, so that even though 
the findings may have relevance they still cannot be used safely. In response, capacity-
building activities have tended to focus on solutions in terms of methods, such as having 
more complex quantitative work, more systematic reviews, or more experiments. These, 
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to my mind, are not the answer in themselves. A more general change is needed in the 
culture of research. The answer for me lies in genuine curiosity, coupled with outright 
scepticism. These characteristics lead a researcher to suit methods to purpose, try 
different approaches, replicate and triangulate, and attempt to falsify their findings. It 
leads them to consider carefully the logic and hidden assumptions on the path from 
evidence to conclusions, automatically generating caveats and multiple plausible 
interpretations from the standard query – “if my conclusions are actually incorrect, then 
how else could I explain what I have found?”. Some improvement may come from 
researcher development, but, somewhat pessimistically for an educator, I have come to 
believe that the role of capacity-building is limited here. Some people appear genuinely 
curious and sceptical anyway. Some, on the other hand, tend to be devoted “believers” of 
things, and their development may involve simply a change of the subject of those beliefs 
as when a committed religious person becomes an enthusiastic Marxist, or when a 
“qualitative” researcher turns heavily “quantitative” (Gorard, 2002c, 2005). In a sense, 
what we need for evidence-based policy making and practice is more real research, where 
the researcher is genuinely trying to find something out. From this, all else will likely 
follow – including more and better experiments for many of the reasons advanced by both 
authors in this chapter so far. 

Agreements and disagreements 

Intriguingly, having written out our opening positions independently, it seems that we 
are mostly in agreement, though there are differences of emphasis we will mention. We 
agree that all commonly used methods have a valid purpose and a place in the larger 
cycle of education research. Our capacity-building should, therefore, focus on filling in 
the existing gaps within the cycle so as to create the needed expertise and practices, on 
trying to overcome mono-method identities where researchers reject the use of all but one 
type of evidence, and on teaching respect for all methods in their place, as difficult as it is 
to identify these places.  

We also agree that the full research cycle represented in Figure 2.1 presents a 
simplified and stylised, but useful, model of the research cycle. In this cycle, reviews and 
secondary analyses might appear in Phase 1, theory-building and small-scale fieldwork in 
Phase 2, et cetera, with smaller experiments being part of Phase 5 and a full randomised 
controlled trial only appearing once, in Phase 6. We agree that experimental designs are 
not privileged for all of these phases and that other means are preferable, especially for 
the first four phases. We also agree that experiments are currently lacking in education 
research practice writ large, and that most education research gets stuck in Phases 1 to 4. 
In other words, it is stuck working towards a randomised trial that hardly ever gets done.  
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Figure 2.1. An outline of the full cycle of education research  
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Source: Gorard and Taylor (2004). 

We further agree that it is important to answer descriptive questions such as “Who 
gets what?” or “How are teachers trained?”. But these questions are no sooner broached 
than we usually also want to learn how to improve things in these domains and causal 
questions then arise, like: “How can we train better teachers?” or “How can we better 
share out resources?” Thus, a complete programme of education research will generally 
lead to a need to make causal claims, and so to an ethical need for researchers to use 
something like a randomised controlled trial to make these claims responsibly. 

Important consequences follow from our agreement that most education research gets 
stuck in Phases 1 to 4 and that experiments have a special role to play in the 
underrepresented Phases 5 through 7. For a fixed research budget, doing more 
experiments in the later phases will entail fewer resources for those researchers working 
on Phases 1 through 4, this being the vast majority of education researchers. So these 
individuals will not, and do not, like increasing the priority accorded to causal questions 
and methods. This priority is deeply threatening to them intellectually and instrumentally, 
hence their lack of support for the call to conduct more school-based experiments.  



2. WHAT COUNTS AND WHAT SHOULD COUNT AS EVIDENCE – 45 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Drawing attention to the neglected later phases of the research cycle indirectly serves 
to raise the priority accorded to them. After all, there is little point to a model that rarely 
meets its ultimate goals! Without explicit or implicit priorities, Figure 2.1 is conservative 
in its implications. It is a recipe for more of the same since so few education researchers 
want to work on the later phases, or even know how to do so if experiments are required. 
They might want to argue that Phases 1 through 4 are necessary for the later phases, thus 
justifying much more work on the earlier than the later phases, especially since the figure 
presumes a winnowing process – only some modest fraction of the ideas initially 
generated ever get to have a randomised experiment devoted to them later. However, we 
both agree that the early phases are not necessary conditions for the later ones, as 
advantageous as it is to have them. Indeed, many educational practices that are currently 
widespread have never been through even the first four Phases of Figure 2.1. They are 
widely implemented despite theory that is weak or even non-existent and, if any studies 
support these practices at all, they are not strong in terms of internal or external validity, 
having mostly been conducted in contrived settings or tested in a few schools and with 
few classrooms or children. In the past, we have been accepting of educational reforms 
that have hardly benefited from Phases 1 through 4, let alone 5 and 6. Even in logic, there 
is no need for potential school reforms to have gone through a multi-year testing process 
before being implemented in schools. 

Also pushing towards conservatism is that an un-prioritised Figure 2.1 leaves the 
funders of education research with total freedom of action. They never need take stands 
about priorities, and so they need not fear alienating their constituencies in universities 
and ministries. In many policy environments, setting priorities is a political headache one 
would like to avoid if possible. Figure 2.1 may be a good normative description of some 
Platonic research cycle, but it will only change education research practice if it is linked 
to acknowledging two things we both agree on concerning its last phases – that they are: 
(1) indispensable to evidence-based policy research since much of policy is about 
improving educational performance; and (2) they are neglected in current education 
research practice, making secure knowledge about what works in education a current gap 
of some significance.  

Where we may differ more is on the urgency of the need to fill this gap and hence on 
the extent to which experiments are needed. Tom Cook is more worried that current 
education research rarely gets to a point where it reliably tests its ideas in the hurly-burly 
of school life, and that so few organisations responsible for education and research on 
education are fazed by this. He believes that those commissioning education research 
have a responsibility for hurrying along the research cycle and for short-circuiting it on a 
regular basis by jumping quickly to Phases 5 and 6. He argues that the last phases in 
Figure 2.1 are the sine qua non of evidence-based education research. Without them, 
policy makers do not have secure causal evidence, arguably the most relevant of all kinds 
of evidence for forming policy. Consequently, policy makers cannot truly meet their 
accountability obligation to tax-payers. Of course, there are always researchers willing to 
offer policy makers causal knowledge; but without experiments they cannot offer causal 
knowledge that is known to be secure because it results from a valid statistical theory 
based on random assignment and from the wisdom about implementing experiments that 
has accumulated from doing them in complex settings in the past, including even from 
randomised experiments on doing randomised experiments (e.g., Shadish, Luellen and 
Clark, 2007). 

Stephen Gorard sees the need for more causal studies at the end of the research cycle 
in Figure 2.1, and also the need for more experiments in Phase 6. Indeed, he has 
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supported both as Director of the ESRC-funded Research Capacity-building Network in 
the United Kingdom. This helped convince him of the difficulty of shifting the culture in 
UK higher education research, though he nevertheless continues to take on the task and is 
currently leading an ESRC-funded Researcher Development Initiative designed to 
promote the use and understanding of randomised controlled trials (http://trials-
pp.co.uk/). However, he is less worried about the shortage of knowledge about effective 
educational practices than Tom Cook is; and he is also less sure of the size of the 
premium that experiments deserve when causal knowledge is needed. So he does not use 
the rhetoric of crisis and, if we were to re-assign some hypothetical education research 
budget, he might not assign as much money to experiments as Tom Cook would. 
However, this is a difference of degree rather than a fundamental difference about the 
relative importance of causal questions and experimental methods. 

However, we do disagree on whether calling for more genuinely mixed methods is 
“anodyne”, as Tom Cook terms it. Stephen sees the dominance of qualitative studies in 
UK education journals and regrets the number of researchers who fail to accept the 
principle that different kinds of questions (phases) require different (multiple) 
approaches. Tom Cook sees different kinds of questions requiring different methods, but 
not each kind of question requiring multiple methods. For a given kind of question, one 
method is often superior to another. It is only across all of education research with its 
many different kinds of question that multiple methods are needed. And we both agree on 
this last proposition. However, Tom Cook sees it as so obvious that it is not worth 
claiming as a great intellectual principle. In this sense, it is anodyne for him, however 
gripping the need for mixed methods may be as part of a political battle between research 
factions that struggle to be at the table for prestige, funds and self-vindication. But the 
main point is that we both agree that randomised controlled trials are the best available 
primary method for answering causal questions. We both want to know, therefore: How 
can we get more of them done? 

References 

Angrist, J.D., G.W. Imbens and D.B. Rubin (1996), “Identification of Causal Effects 
Using Instrumental Variables”, Journal of the American Statistical Association, 
Vol. 91, pp. 444-472. 

Campbell, D.T. and J.C. Stanley (1963), Experimental and Quasi-experimental Designs 
for Research, Rand-McNally, Chicago. 

Coleman, J.S. (1966), Equality of Educational Opportunity.  

Cook, T.D. (1991), “Clarifying the Warrant for Generalized Causal Inferences in Quasi-
experimentation”, in M.W. McLaughlin and D.C. Phillips (eds.), Evaluation and 
Education: At Quarter-century, National Society for the Study of Education, Chicago, 
pp. 115-144. 



2. WHAT COUNTS AND WHAT SHOULD COUNT AS EVIDENCE – 47 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Cook, T.D. (2002), “Randomized Experiments in Educational Policy Research: A Critical 
Examination of the Reasons the Educational Evaluation Community has Offered for 
Not Doing Them”, Educational Evaluation and Policy Analysis, Vol. 24(3), 
pp. 175-199. 

Cook, T.D. (in press), “Waiting for Life to Arrive”: History of the Regression 
Discontinuity Design in Psychology, Statistics and Economics, Journal of 
Econometrics.  

Cook, T.D. and D.T. Campbell (1979), Quasi-Experimentation: Design and Analysis 
Issues for Field Settings, Rand-McNally, Chicago. 

Cook, T.D., H. Cooper, D.S. Cordray, H. Hartmann, L.V. Hedges, R.J. Light, T.A. Louis 
and F. Mosteller (eds.). (1992), Meta-analysis for Explanation: A Casebook, Russell 
Sage Foundation, New York. 

Cook, T.D. and D. Foray (in press), “Building the Capacity to Experiment in Schools: A 
Case Study of the Institute of Educational Sciences in the U.S. Department of 
Education”, Economics of Innovation and New Technology. 

Cook, T.D., W.J. Shadish and V.C. Wong (2007), “When Non-experimental and 
Experimental Effect Size Estimates do and do not differ: A Review of the Within-
Study Comparisons Literature”, Institute for Policy Research, Northwestern 
University, Evanston, Ill. 

Cook, T.D. and V.C. Wong (in press), “Empirical Tests of the Validity of the Regression 
Discontinuity Design”, Annales d’économie et de statistique. 

Cronbach, L.J. (1982), Designing Evaluations of Educational and Social Programs, 
Jossey-Bass, San Francisco. 

Ehri, L., S. Nunes, S. Stahl and D. Willows (2001a), “Systematic Phonics Instruction 
Helps Children Learn to Read: Evidence from the National Reading Panel’s Meta-
analysis”, Review of Educational Research, Vol. 3, pp. 393–447. 

Ehri, L., S. Nunes, D. Willows, B. Schuster, Z. Yaghoub-Zadeh and T. Shanahan 
(2001b), “Phonemic Awareness Instruction Helps Children Learn to Read: Evidence 
from the National Reading Panel’s Meta-analysis”, Reading Research Quarterly, 
Vol. 36, pp. 250–287. 

Glazerman, S., D.M. Levy and D. Myers (2003), “Nonexperimental versus Experimental 
Estimates of Earnings Impacts”, The Annals of the American Academy, Vol. 589, 
pp. 63-93. 

Gorard, S. (2001), Quantitative Methods in Educational Research: The Role of Numbers 
Made Easy, Continuum, London. 

Gorard, S. (2002a), “Ethics and Equity: Pursuing the Perspective of Non-participants”, 
Social Research Update, Vol. 39, pp. 1-4. 

Gorard, S. (2002b), “The Role of Causal Models in Education as a Social Science”, 
Evaluation and Research in Education, Vol. 16(1), pp. 51-65. 

Gorard, S. (2002c), “Fostering Scepticism: The Importance of Warranting Claims”, 
Evaluation and Research in Education, Vol. 16(3), pp. 136-149. 

Gorard, S. (2003a), Quantitative Methods in Social Science: The Role of Numbers Made 
Easy, Continuum, London. 



48 – 2. WHAT COUNTS AND WHAT SHOULD COUNT AS EVIDENCE 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Gorard, S. (2003b), “Understanding Probabilities and Re-considering Traditional 
Research Methods Training”, Sociological Research Online, Vol. 8(1), p. 12. 

Gorard, S. (2004a), “Scepticism or Clericalism? Theory as a Barrier to Combining 
Methods”, Journal of Educational Enquiry, Vol. 5(1), pp. 1-21. 

Gorard, S. (2004b), “Three Abuses of ‘Theory’: An Engagement with Nash”, Journal of 
Educational Enquiry, Vol. 5(2), pp. 19-29. 

Gorard, S. (2005), “Current Contexts for Research in Educational Leadership and 
Management”, Educational Management Administration and Leadership, Vol. 33(2), 
pp. 155-164. 

Gorard, S. (2006a), Using Everyday Numbers Effectively in Research, Continuum, 
London.  

Gorard, S. (2006b), “Towards a Judgement-based Statistical Analysis”, British Journal of 
Sociology of Education, Vol. 27(1), pp. 67-80. 

Gorard, S. and J. Fitz (2006), “What Counts as Evidence in the School Choice Debate?”, 
British Educational Research Journal, Vol. 32(6), pp. 797-816. 

Gorard, S., K. Rushforth and C. Taylor (2004), “Is there a Shortage of Quantitative Work 
in Education Research?”, Oxford Review of Education, Vol. 30(3), pp. 371-395. 

Gorard, S., with C. Taylor (2004), Combining Methods in Educational and Social 
Research, Open University Press, London. 

Hahn, J., P. Todd and W. VanderKlaauw (2001), “Identification and Estimation of 
Treatment Effects with a Regression-discontinuity Design”, Econometrica, Vol. 69(1), 
pp. 201-209. 

Heckman, J.J. (1979), “Sample Selection Bias as a Specification Error”, Econometrica, 
Vol. 47, pp. 153-161. 

Jencks, C. (1972), in F. Mosteller and D.P. Moynihan (eds.), On Equality of Educational 
Opportunity, Random House, New York. 

LaLonde, R. (1986), “Evaluating the Econometric Evaluations of Training with 
Experimental Data”, The American Economic Review, Vol. 76(4), pp. 604-620. 

Ramey, C.T. and F.A. Campbell (1991), “Poverty, Early Childhood Education, and 
Academic Competence: The Abecedarian Experiment”, in A.C. Huston (ed.), Children 
in Poverty: Child Development and Public Policy, Cambridge University Press, 
New York, pp. 190-221. 

Reynolds, A.J. and J.A. Temple (1995), “Quasi-experimental Estimates of the Effects of a 
Preschool Intervention: Psychometric and Econometric Comparisons”, Evaluation 
Review, Vol. 19, pp. 347-373. 

Reynolds, A.J., J.A. Temple, D.L. Tobertson and E.A. Mann (2001), “Long-term Effects 
of an Early Childhood Intervention on Educational Achievement and Juvenile Arrest”, 
Journal of the American Medical Association, Vol. 285(18), 2339. 

Rosenbaum, P. and D.B. Rubin (1984), “Reducing Bias is Observational Studies Using 
Subclassification on the Propensity Score”, Journal of the American Statistical 
Association, Vol. 79, pp. 516-524.  



2. WHAT COUNTS AND WHAT SHOULD COUNT AS EVIDENCE – 49 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Rubin, D.B. (1977), “Assignment to Treatment Group on the Basis of a Covariate”, 
Journal of Educational Statistics, Vol. 2(1), pp. 1-26. 

Schweinhart, L.J., H.V. Barnes and D.P. Weikart (1993), Significant Benefits: The 
High/Scope Perry Preschool Study through Age 27, High/Scope Foundation, 
High/Scope Press, Ypsilanti, MI. 

Shadish, W.R., T.D. Cook and D.T. Campbell (2002), Experimental Quasi-Experimental 
Designs for Generalized Causal Inference, Houghton Mifflin Company, Boston. 

Shadish, W.R., J.K. Luellen and M.H. Clark (2007), “Propensity Scores and Quasi-
experiments: A Testimony to the Practical Side of Less Sechrest”, in R. Boootzin 
(ed.), Measurement, Methods and Evaluation, American Psychological Association 
Press, Washington DC. 

Trochim, W.M.K. (1984), Research Design for Evaluation, Sage Publications, Beverly 
Hills, Ca. 



BIOGRAPHY – 177 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Biography 

Adrienne Alton-Lee is the Chief Education Adviser for the New Zealand Ministry of 
Education’s Iterative Best Evidence Synthesis (BES) Programme. Her role is to 
strengthen the evidence-base informing policy and practice in education and to provide 
medium term strategic advice to government. Dr. Alton-Lee is a Fellow of the 
International Academy of Education. She was formerly a teacher, classroom researcher, 
Professor and an Associate Editor of Teaching and Teacher Education. She has published 
in leading educational journals including the Harvard Educational Review, the 
Elementary School Journal, the International Journal of Inclusive Education and the 
American Educational Research Journal.   

René Bugge Bertramsen is the Deputy General Director for the Danish University and 
Property Agency within the Danish Ministry of Science, Technology and Innovation. 
Since 1999 he has been involved in reforms aiming at enhancing the quality of the Danish 
educational R&D system (such as the establishment of the Danish Pedagogical University 
– DPU – and the R&D centre Learning Lab Denmark). Mr. Bertramsen was responsible 
for the University Act of 2003 which gave Danish universities a new governance system, 
i.e. boards with external majority and employed rectors, deans and department heads. In 
2006-2007 he was responsible for a merger process where government research institutes 
were integrated with the universities and a number of single-faculty universities were 
merged with larger multi-faculty universities, including the merger of DPU with multi-
faculty University of Aarhus.  

Robert Boruch, Professor, University of Pennsylvania (USA). Dr. Boruch is current co-
chair of the Steering Group of the International Campbell Collaboration, and principal 
investigator for the Institute of Education Sciences What Works Clearinghouse, which is 
designed to be a central and trusted source of information on evidence about what works 
in education. Dr. Boruch is an elected Fellow of the American Academy of Arts and 
Sciences, the American Statistical Association, and the Academy for Experimental 
Criminology. He has received awards for his work on evaluation policy, randomised 
trials, and on privacy of individuals and confidentiality in social research. Dr. Boruch’s 
academic background is in psychology, statistics, and mechanical engineering, with 
degrees from Iowa State University and Stevens Institute of Technology. 

Satya Brink is currently Director, National Learning Policy Research, Human Resources 
and Social Development Canada. She and her team are responsible for developing 
evidence in support of policy development for lifelong learning for the Government of 
Canada. This work includes analysis on outcomes for each age group and type 
of education as well as the impacts of earlier learning on subsequent learning. In her 
previous post, she was responsible for research on human development based on two 
major Canadian longitudinal surveys. During this time she and her team produced a major 
body of evidence based on the National Longitudinal Survey of Children and Youth 
which influenced major new initiatives of the Canadian government in support of 
children and their families. 



178 – BIOGRAPHY 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Tracey Burns is a research and policy analyst for the Centre for Educational Research 
and Innovation, OECD, Paris. Previous to this she worked on social determinants of 
health across the life-span with Charles Ungerleider & Associates in Vancouver, Canada. 
As a Post-Doctoral Fellow at the University of British Columbia, Dr. Burns led a 
hospital-based research team investigating newborn infants’ responses to language. 
Tracey Burns holds a BA from McGill University, Canada and PhD from Northeastern 
University, USA. She is the recipient of various awards and honours, including the UBC 
Post-Doctoral Fellowship, a student-nominated university teaching award, and the 
American Psychological Association Dissertation Research Award.  

Thomas D. Cook is the Joan and Serepta Harrison Chair in Ethics and Justice and 
Professor of Sociology, Psychology, Education and Social Policy at Northwestern 
University, where he is also a Faculty Fellow at the Institute for Policy Research. He has 
a BA from Oxford University and a Ph.D. from Stanford University. He is interested in 
causal methods for the social sciences and in the joint effects of neighborhoods, schools, 
peers and families on how young people develop socially and cognitively. He is a Fellow 
of the American Academy of Arts and Sciences and the Margaret Mead Fellow of the 
American Academy of Political and Social Science. He has been awarded the Myrdal 
Prize for Science by the American Evaluation Association, the Donald Campbell Prize 
for Innovative Methodology by the Policy Sciences Organisation, and a Distinguished 
Research Scholar Prize of the American Psychological Association. He is the author or 
editor of 10 books and over 150 chapters and articles.  

Jane Davidson is the Assembly Member for Pontypridd and former Deputy Presiding 
Officer for the National Assembly (Wales, United Kingdom). Since October 2000 she has 
been the National Assembly Education and Life-Long Learning Minister responsible for 
all aspects of education, training and lifelong learning. Educated at Malvern Girls’ 
College, Birmingham University and the University of Wales, Jane has taught English, 
Drama and Physical Education. She is also an experienced youth worker and former 
Cardiff City Councillor. She was a member of the Arts Council for Wales and its Lottery 
Board, and Head of Social Affairs at the Welsh Local Government Association before her 
election to the Assembly. Jane has had a keen interest in education and youth work and is 
enjoying the challenges of the Education and Life-Long Learning portfolio.  

Stephen Gorard holds the Anniversary Chair in Educational Studies at the University of 
York (United Kingdom), and directs the Centre for Research into Equity and Impact in 
Education. He is currently leading an Economic and Social Research Council (ESRC)-
funded project promoting the use and understanding of randomised controlled trials in 
public policy (http://trials-pp.co.uk/), and was the originator of the ESRC’s Research 
Capacity-building Network. He has published widely about the research process in social 
science, but his substantive work focuses on issues of equity, especially in educational 
opportunities and outcomes, and on the effectiveness of educational systems. Recent 
books include “Teacher supply: the key issues”, “Adult learning in the digital age”, 
“Overcoming the barriers to higher education”, and “Schools, markets and choice 
policies”. 

David Gough is Professor of Evidence Informed Policy and Practice and Director of the 
Social Science Research Unit (SSRU) and its Evidence for Policy and Practice 
Information and Coordinating (EPPI) Centre, Institute of Education, University of 
London, United Kingdom. Previously he worked at the University of Glasgow and Japan 
Women’s University. He directs the Methods for Research Synthesis node of the ESRC 
National Centre for Research Methods Node and research projects for the Department of 



BIOGRAPHY – 179 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Education and Skills, the Teacher Training and Development Agency, the Social Care 
Institute of Excellence, and the Department for Work and Pensions. Dr. Gough is editor 
of the journal Child Abuse Review and associate editor of the journal Evidence and 
Policy. 

Rebecca Herman, a principal research scientist at American Institute for Research 
(USA), specialises in setting standards for the quality of educational research and 
reviewing research based on those standards. As the project director for the What Works 
Clearinghouse, she is responsible for the US Department of Education’s flagship project 
to identify effective educational programmes and practices. Dr. Herman was project 
director of the Educators’ Guide to Schoolwide Reform. She provided congressional 
testimony and many invited presentations on this and related work. Dr. Herman holds an 
M.A. and Ph.D. in sociology from Johns Hopkins University. 

Maria J.A. van der Hoeven is the Minister of Economic Affairs (Netherlands). Maria 
J.A. van der Hoeven was born in 1949. She was trained as a primary teacher and taught at 
schools of home economics and junior secondary commercial education. Thereafter she 
was head of the Adult Commercial Vocational Training Centre in Maastricht and of the 
Limburg Technology Centre. From 1991 to 2002 Ms. Van der Hoeven was a member of 
the House of Representatives for the Christian Democratic Alliance (CDA). She has held 
a variety of social and cultural posts. Ms. van der Hoeven served as Minister of 
Education, Culture and Science from 2002 until February 2007. She was appointed as 
Minister of Economic Affairs in early 2007.  

David Hogan is currently Professor and Dean of the Centre for Pedagogy and Practice at the 
National Institute of Education, Nanyang Technological University in Singapore. Between 
2004 and 2006 he was Vice Dean for Research at CRPP. Prior to that he was Professor of 
Education at the University of Tasmania in Australia, and before that he held appointments as 
Assistant and Associate Professor at the University of Pennsylvania in Philadelphia. He 
completed his PhD in the history of education at the University of Illinois in 1979. His current 
research interests focus on the intersections between research, policy and practice, 
pedagogical theory, curriculum theory and design, the design of knowledge management of 
innovation systems in schools, multi-level and longitudinal modeling of student outcomes, 
citizenship and education, and education and social theory. 

Bill Kilgallon, OBE, has been the Chief Executive of the UK’s Social Care Institute of 
Excellence since 2003. Prior to that he was Chief Executive of St Anne’s Community 
Services from 1978 to 2002, an organisation he founded in 1971, which works with single 
homeless people and people with learning disabilities, mental health problems and alcohol 
and drug problems across Yorkshire and the North East. He was Chair of the Leeds Teaching 
Hospitals NHS Trust, the largest NHS Trust in the country from 1998-2002 and Chair of the 
Leeds Community & Mental Health Services NHS Trust from 1992-1998. Bill Kilgallon 
served as a member of Leeds City Council from 1979-1992 where he chaired the Social 
Services, Housing and Environment Committees. He has led independent inquiries, including 
one into alleged abuse in a local authority children’s service and one into the management of 
an NHS hospital for people with learning disabilities.   

Hannele Niemi is Professor of Education (1998-) and Vice-Rector for academic affairs at 
the University of Helsinki, Finland (2003-). She has been Professor of Education in Oulu, 
Turku and Tampere Universities (1987-1998). She has been a member of the Standing 
Committee of Social Sciences of ESF, the Council for Society and Culture in the 
Academy of Finland, and the Scientific Council of the University of Helsinki. She is a 
Steering Committee member of the British national research programme on teaching and 



180 – BIOGRAPHY 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

learning (TLRP). She was Director of the Finnish national research programme “Life as 
Learning” 2002-2006. Dr. Niemi has been Chair or a researcher in many national and 
international evaluation projects for development of educational research and teacher 
education. Her main research interest areas are teachers’ professional development, moral 
education and technology-based learning environments.  

Johnny Nilsson is the Former Secretary of State for Education in Sweden. 

Andrew Pollard is Director of the Economic and Social Research Council’s Teaching and 
Learning Research Programme (www.tlrp.org), the UK’s largest coordinated initiative for 
educational research. As a teacher, his career started in Yorkshire primary schools and he has 
worked in teacher education or research at Oxford and Bristol Polytechnics and the 
Universities of the West of England, Bristol, Cambridge and London. He is presently based at 
the Institute of Education London. Andrew Pollard has published widely, including work on 
longitudinal ethnography and analysis of social factors in teaching and learning, learner 
perspectives, and resources for teacher education and school practitioners. He is at present 
working on an analysis of learning experiences through secondary education.   

Rien Rouw is senior policy advisor at the Dutch Ministry of Education, Culture and 
Science (Department for General Strategic and Economic Advice). He is secretary of the 
Knowledge Chamber.  

Tom Schuller is Head of the Centre for Educational Research and Innovation (CERI), 
OECD, Paris. Formerly Dean of the Faculty of Continuing Education and Professor of 
Lifelong Learning at Birkbeck, University of London, his latest books are The Benefits of 
Learning: The Impact of Education on Health, Family Life and Social Capital 
(RoutledgeFalmer, 2004) and International Perspectives on Lifelong Learning (edited 
with David Istance and Hans Schuetze, Open University Press, 2002).  

Hans Stegeman is senior policy advisor at the Dutch Ministry of Education, Culture and 
Science (Department for International Policy). He is member of the OECD’s Education 
Policy Committee. 

Charles Ungerleider is Director of Research and Knowledge Mobilisation for the Canadian 
Council on Learning. From 1998 until 2001, Dr. Ungerleider served as Deputy Minister of 
Education for the Province of British Columbia, Canada. Prior to this he was Associate Dean 
for teacher education (1993-1998) at the University of British Columbia. Dr. Ungerleider has 
studied and written about educational policy and governance, student assessment, inter-group 
relations, and the impact of media on Canadian society. His most recent book Failing Our 
Kids: How we are ruining our public schools provides a critical analysis of the state of public 
schooling in Canada, the key part schooling plays in fostering Canadian values, and how 
public schools are treated by parents, professionals, and politicians. 

Jerzy Wiśniewski is a consultant in education, and public administration and an expert of 
the Center for Social and Economic Research (Poland). From 2003-2006 he served as 
head of Strategy and Structural Funds of the Ministry of Education. He was also Director 
General of the Polish Ministry of National Education at the time of launching the reform 
of the education system, as well as the head of the International Department of the 
Ministry of Education and project manager in the Foundation for Public Administration 
Development. He was a member of the CERI/OECD Governing Board as well as the 
OECD team reviewing the educational system in Lithuania, advised the Ukrainian 
Ministry of Education on the reform of the system, and led the team reviewing the VET 
system in Croatia (with the European Training Foundation).  



 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Also available in the CERI collection 

Understanding the Brain: The Birth of a Learning Science 
330 pages • June 2007 • ISBN: 978-92-64-02912-5 
 
Demand-Sensitive Schooling? Evidence and Issues 
146 pages • November 2006 • ISBN: 978-92-64-02840-4 
 
Think Scenarios, Rethink Education 
200 pages • April 2006 • ISBN: 978-92-64-02363-1 
 
Personalising Education 
128 pages • February 2006 • ISBN: 978-92-64-03659-8 
 
Students with Disabilities, Learning Difficulties and Disadvantages – Statistics and Indicators 
152 pages • October 2005 • ISBN: 978-92-64-00980-9  
 
E-learning in Tertiary Education: Where do We Stand? 
290 pages • June 2005 • ISBN: 978-92-64-00920-5  
 
Formative Assessment – Improving Learning in Secondary Classrooms 
280 pages • February 2005 • ISBN: 978-92-64-00739-3  
 
Quality and Recognition in Higher Education: The Cross-border Challenge 
205 pages • October 2004 • ISBN: 978-92-64-01508-6  
 
Internationalisation and Trade in Higher Education – Opportunities and Challenges 
250 pages • June 2004 • ISBN: 978-92-64-01504-3  
 
Innovation in the Knowledge Economy – Implications for Education and Learning 
Knowledge Management series 
96 pages • May 2004 • ISBN: 978-92-64-10560-3  

 
 
 
 

www.oecdbookshop.org 

 

 

 

 



TABLE OF CONTENTS – 5 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Table of Contents 

Executive Summary............................................................................................................................... 9 
 
 
PART ONE: SETTING THE STAGE: THE EVIDENCE AGENDA AND METHODOLOGICAL ISSUES 

Chapter 1. The Evidence Agenda....................................................................................................... 15 
by Tracey Burns and Tom Schuller 

Part One: Setting the Stage: The Evidence Agenda and Methodological Issues ............................... 15 
Part Two: Mediating the Research/Policy Interface: The Role of Brokerage Agencies .................... 26 
Part Three: Evidence-based Policy Research in Practice: Examples from the Field ......................... 28 
Part Four: The Politicians’ Perspective.............................................................................................. 29 
Concluding note ................................................................................................................................. 30 
References .......................................................................................................................................... 30 

Chapter 2. What Counts and What Should Count as Evidence...................................................... 33 
by Thomas Cook and Stephen Gorard 

Introduction ........................................................................................................................................ 33 
Thomas Cook’s propositions.............................................................................................................. 34 
Stephen Gorard’s propositions ........................................................................................................... 40 
Agreements and disagreements.......................................................................................................... 43 
References .......................................................................................................................................... 46 

PART TWO: MEDIATING THE RESEARCH/POLICY INTERFACE: THE ROLE OF BROKERAGE AGENCIES 

Chapter 3. What Works Clearinghouse, United States.................................................................... 53 
by Robert Boruch and Rebecca Herman 

The What Works Clearinghouse and embodiments of science.......................................................... 54 
Assumptions and prospects ................................................................................................................ 55 
Operating principles ........................................................................................................................... 55 
Contemporary history......................................................................................................................... 56 
The WWC’S products ........................................................................................................................ 56 
The intended consumers and their use of WWC products ................................................................. 58 
The WWC topics and workflow......................................................................................................... 58 
Concluding remarks ........................................................................................................................... 60 
References .......................................................................................................................................... 60 

 



6 – TABLE OF CONTENTS 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Chapter 4. The Evidence for Policy and Practice Information and Co-ordinating (EPPI) 
Centre, United Kingdom ..................................................................................................................... 63 
by David Gough 

Aims and function .............................................................................................................................. 63 
Methods.............................................................................................................................................. 64 
Issues .................................................................................................................................................. 68 
References .......................................................................................................................................... 69 

Chapter 5. The Iterative Best Evidence Synthesis Programme, New Zealand .............................. 71 
by Adrienne Alton-Lee 

The Iterative BES approach to knowledge brokerage........................................................................ 72 
Fit-for-purpose synthesis methodology.............................................................................................. 72 
BES development guidelines ............................................................................................................. 72 
Rationale for a collaborative approach across policy, research and practice ..................................... 73 
Iterative processes of stakeholder engagement in BES development ................................................ 74 
Strategy for use .................................................................................................................................. 74 
Brokerage from a policy agency: constraints and opportunities where there is an evidence gap ...... 75 
References .......................................................................................................................................... 78 

Chapter 6. The Canadian Council on Learning, Canada ................................................................ 81 
by Charles Ungerleider 

The establishment of the Canadian Council on Learning .................................................................. 81 
Organisation and illustrative activities............................................................................................... 82 
Opportunities and challenges ............................................................................................................. 85 

Chapter 7. The Knowledge Clearinghouse, Denmark...................................................................... 87 
by René Bugge Bertramsen 

Introduction ........................................................................................................................................ 87 
The institutional framework of educational R&D in Denmark.......................................................... 88 
New expectations and demands ......................................................................................................... 89 
New solutions..................................................................................................................................... 91 

Chapter 8. The Knowledge Chamber, Netherlands ......................................................................... 93 
by Hans Stegeman and Rien Rouw 

Introduction ........................................................................................................................................ 93 
The Ministry desires a new way to deal with knowledge .................................................................. 94 
Mobilising top-ranking officials to minimise overkill, compartmentalisation and process-fetishism... 95 
Modernising government ................................................................................................................... 95 
The essence: structural consultation on knowledge ........................................................................... 96 
Generating validated knowledge........................................................................................................ 97 
Organising creativity.......................................................................................................................... 98 

 



TABLE OF CONTENTS – 7 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Chapter 9. The Social Care Institute for Excellence, United Kingdom.......................................... 99 
by Bill Kilgallon 

Background ........................................................................................................................................ 99 
Stakeholders in social care ............................................................................................................... 100 
SCIE’s remit..................................................................................................................................... 101 
Establishing a knowledge base......................................................................................................... 101 
Achieving change............................................................................................................................. 102 
Examples of brokerage..................................................................................................................... 103 
Conclusion........................................................................................................................................ 104 
References ........................................................................................................................................ 105 

PART THREE: EVIDENCE-BASED POLICY RESEARCH IN PRACTICE: EXAMPLES FROM THE FIELD 

Chapter 10. A Large-scale Policy Research Programme: A Canadian Experience .................... 109 
by Satya Brink 

A major culture change .................................................................................................................... 109 
Policy-driven research demands a long-term view based on desirable outcomes............................ 109 
A better understanding of the relation between evidence and policy............................................... 111 
Public investment in national data ................................................................................................... 111 
A policy-driven consolidated policy research programme............................................................... 112 
The construction of the body of evidence ........................................................................................ 113 
Policy innovations driven by evidence............................................................................................. 113 
Concrete results on behalf of Canadian children.............................................................................. 114 
Tests for quality of evidence ............................................................................................................ 115 
References ........................................................................................................................................ 116 

Chapter 11. Life as Learning – A Finnish National Research Programme.................................. 117 
by Hannele Niemi 

Life as Learning – The Finnish case of a national research programme.......................................... 117 
Co-operation and dissemination throughout the programme ........................................................... 119 
Strengths and challenges of the programme..................................................................................... 120 
How to add additional value to the programme ............................................................................... 121 
The new initiatives – next steps after the programme...................................................................... 122 
References ........................................................................................................................................ 123 

Chapter 12. The United Kingdom’s Teaching and Learning Research Programme .................. 125 
by Andrew Pollard 

Aims ................................................................................................................................................. 126 
User engagement for relevance and quality ..................................................................................... 127 
Knowledge generation by project teams .......................................................................................... 127 
Knowledge synthesis through thematic activities ............................................................................ 127 
Knowledge transformation for impact ............................................................................................. 127 
Capacity-building for professional development ............................................................................. 128 
Partnerships for sustainability .......................................................................................................... 129 
Conclusion........................................................................................................................................ 130 

 



8 – TABLE OF CONTENTS 
 
 

EVIDENCE IN EDUCATION: LINKING RESEARCH AND POLICY – ISBN-978-92-64-03366-5 © OECD 2007 

Chapter 13. Policy-driven Research and Evidence-based Educational Innovation in Singapore . 131 
by David Hogan 

Context ............................................................................................................................................. 131 
The Singapore core research project ................................................................................................ 133 
Core Research Programme............................................................................................................... 133 
Specific Focus Projects .................................................................................................................... 136 
Evidence-based innovation programme ........................................................................................... 136 
Reporting: towards a knowledge management and innovation system............................................ 138 
Conclusion........................................................................................................................................ 140 
References ........................................................................................................................................ 140 

PART FOUR: THE POLITICIANS' PERSPECTIVE 

Chapter 14. Research-based Policy-Making: The Need for a Long-term Perspective........................ 145 
by Johnny Nilsson 

Imbalance between the tempo of policy-making and of research .................................................... 146 
The long-term perspective................................................................................................................ 147 
Interpretations of research findings are important ........................................................................... 148 
References ........................................................................................................................................ 150 

Chapter 15. Evidence-based Policy: Yes, but Evidence-based Practice as Well!......................... 151 
by Maria J.A. van der Hoeven 

Introduction ...................................................................................................................................... 151 
Brief outline of the policy context.................................................................................................... 152 
More solid knowledge base for national policy ............................................................................... 152 
More solid knowledge base for educational practice ....................................................................... 154 
In conclusion .................................................................................................................................... 155 

Chapter 16. The Importance of Evidence-informed Policy Research in Education 
A perspective from Wales ................................................................................................................. 157 
by Jane Davidson 

Introduction ...................................................................................................................................... 157 
The Learning Country ...................................................................................................................... 158 
Evidence informed policy ................................................................................................................ 158 
Areas for further work...................................................................................................................... 164 
Working together ............................................................................................................................. 166 

Chapter 17. Promoting Evidence-based Policy in Education: The Case of Poland..................... 167 
by Jerzy Wisniewski 

Background ...................................................................................................................................... 167 
Research base ................................................................................................................................... 168 
OECD and reform ............................................................................................................................ 169 
Effect of EU accession ..................................................................................................................... 171 
Agenda-building............................................................................................................................... 172 

 

Biography ........................................................................................................................................... 177 

 



From:
Evidence in Education
Linking Research and Policy

Access the complete publication at:
https://doi.org/10.1787/9789264033672-en

Please cite this chapter as:

Cook, Thomas and Stephen Gorard (2007), “What Counts and What Should Count as Evidence”, in OECD,
Evidence in Education: Linking Research and Policy, OECD Publishing, Paris.

DOI: https://doi.org/10.1787/9789264033672-3-en

This work is published under the responsibility of the Secretary-General of the OECD. The opinions expressed and arguments
employed herein do not necessarily reflect the official views of OECD member countries.

This document and any map included herein are without prejudice to the status of or sovereignty over any territory, to the
delimitation of international frontiers and boundaries and to the name of any territory, city or area.

You can copy, download or print OECD content for your own use, and you can include excerpts from OECD publications,
databases and multimedia products in your own documents, presentations, blogs, websites and teaching materials, provided
that suitable acknowledgment of OECD as source and copyright owner is given. All requests for public or commercial use and
translation rights should be submitted to rights@oecd.org. Requests for permission to photocopy portions of this material for
public or commercial use shall be addressed directly to the Copyright Clearance Center (CCC) at info@copyright.com or the
Centre français d’exploitation du droit de copie (CFC) at contact@cfcopies.com.

https://doi.org/10.1787/9789264033672-en
https://doi.org/10.1787/9789264033672-3-en



